


















systems that guarantee bounded responses with a certain 
probability. 

This article emphasized similarities between synchro- 
nous and asynchronous programming by discussing only 
strict agreement- the kind of asynchronous agreement 
closest to synchronous agreement. In reality, the field of 
asynchronous group communication is vaster-strict 
agreement being one extreme where all replicas agree, 
and group agreement the other where replicas managed 
by members of different parallel groups can disagree. In 

general, the stronger the agreement achieved by an asyn- 
chronous protocol, the easier it is to understand and use 
the protocol. The price is often higher message and time 

complexity. Conversely, the weaker the agreement pro- 
vided by an asynchronous protocol, the more difficult it is 
to understand and use it. Protocols that achieve weak 

forms of agreement, such as group agreement (also called 
partitionable operation), may even require human inter- 
vention to solve the conflicts created by diverging replicas 
[22]. Group agreement protocols compensate for such 
user unfriendliness by providing lower message and time 
complexity and maximum update availability. 

The tradeoffs possible between synchronous and asyn- 
chronous programming, as well as the various possible 
asynchronous agreement semantics, are not very well 
understood at present. Work is needed to make these dif- 
ferent programming paradigms understandable in a uni- 
tied framework. This article is intended as a contribution 
toward this goal. Q 
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