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Abstract

While fast timing analysis methods, such as asymptotic waveform evaluation (AWE), have been well established for linear
circuits, the timing analysis for non-linear circuits, which are dominant in digital CMOS circuits, is usually performed by a SPICE
like, time domain integration based approach, involving expensive Newton Raphson iterations at numerous time steps. In this paper,
we propose a new technique that leads to the transient solution of charge/discharge paths with a complexity equivalent to onlyK
DC operating point calculations, whereK is the number of transistors along the path. This is accomplished by approximating
each nodal voltage as a piecewise quadratic waveform, whose characteristics can be determined by matching the charge/discharge
currents. Experiments on a wide range of circuits show that a 31.6 times speed-up over SPICE transient simulation with 10ps step
size can be achieved, while maintaining an average accuracy of 99%.
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Abstract— While fast timing analysis methods, such as
asymptotic waveform evaluation (AWE), have been well es-
tablished for linear circuits, the timing analysis for non-
linear circuits, which are dominant in digital CMOS circuits,
is usually performed by a SPICE like, time domain integra-
tion based approach, involving expensive Newton Raphson
iterations at numerous time steps. In this paper, we pro-
pose a new technique that leads to the transient solution of
charge/discharge paths with a complexity equivalent to only
K DC operating point calculations, whereK is the number of
transistors along the path. This is accomplished by approx-
imating each nodal voltage as a piecewise quadratic wave-
form, whose characteristics can be determined by matching
the charge/discharge currents. Experiments on a wide range
of circuits show that a 31.6 times speed-up over SPICE tran-
sient simulation with 10ps step size can be achieved, while
maintaining an average accuracy of 99%.

I. INTRODUCTION

Timing analysis is the process of verifying the timing
properties, such as propagation delay, setup/hold time vio-
lations etc., of a digital VLSI circuit. Since timing proper-
ties are inherently associated with the transient response of
a circuit, circuit simulators, such as SPICE, have been the
fundamental tools to obtain such characteristics. Circuit
simulation involves the solution of differential equations
whose size is proportional to the size of the circuit. In ad-
dition, the equations have to be solved as many times as
the number of input combinations. Therefore, many tech-
niques have been devised to reduce the exponential circuit
simulation time. Circuit partitioning is used so that dif-
ferential equation solving is confined within small circuit
partitions, calledlogic stages. Typically, a logic stage is
a set of channel-connected transistors and wire segments
, as illustrated in Example 1 .Gate abstractionis used
so that each logic stage corresponds to a gate, whose tim-
ing characteristics can be pre-characterized.Static timing
analysiscan be used so that only the worst case scenario
of each stage needs to be simulated and only the timing of
the logic stages along the longest paths needs to be con-
sidered. While these techniques offer order-of-magnitude
speed-up over SPICE for full-chip timing analysis, they
offer no help in speeding up the timing analysis of the in-
dividual logic stages.

Example 1:In Figure 1, the NAND gate, pass transistor
M1 and wire segmentW1form a logic stage.

The simulation speed and accuracy of each logic stage,
however, is essential for high-performance design. First of
all, not every design cell created by designers maps nat-
urally to a logic stage, in other words, the output of a
cell is not always connected to the gate input of another
cell. Therefore, the cell cannot be pre-characterized using

Vdd

Vdd

Vdd

M1

W1

Stage1 Stage2

Fig. 1. Logic stage.

the gate abstraction. Instead, a logic stage has to be con-
structed dynamically, depending on how it is connected to
the rest of the circuit, as illustrated in Example 2. Second,
transistors are coupled with interconnect, whose electri-
cal properties cannot be ignored in deep submicron design.
What makes interconnects particularly challenging is that
their geometric shape cannot be pre-determined until rout-
ing is completed. This makes it extremely hard even for
the pre-characterization of gates, since the output load can
no longer be modeled as a lumped capacitor. Furthermore,
many common layout structures in high-performance de-
signs contain channel-connected transistors through long
wires, e.g., a decoder tree. Therefore, fast, on-the-fly anal-
ysis of a logic stage, which boils down to the transient sim-
ulation of transistor chains, becomes an absolute necessity.

Example 2:Consider a Manchester carry chain in Fig-
ure 2. Note that the outputs of each bitsliced cell, e.g.,C1,
are channel-connected to other cells. Therefore, the cell
does not correspond to a logic stage.

Cin G0 G1 G2

P0 P1 P2

ø

ø

bit slice

C1 C2

G3

P3

C3 C4

bit slice bit slice bit slice

Fig. 2. Manchester carry chain.

Example 3:Consider the memory decoder tree in Fig-
ure 3, which is drawn deliberately to mimic the layout
structure. Note here the lengths of the bold wire seg-
ments (wire0, wire1, wire2), which connect transistors’
diffusions, grow exponentially with the tree level.

Two methodologies have been pursued in the past for
the fast simulation of transistor chains. The first method-
ology exploits a simplified transistor device model, for
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Fig. 3. Memory decoder.

example, a linear or piecewise linear model. This ap-
proach enables the modeling of non-linear circuits as linear
systems. Efficient, frequency-domain analysis techniques
such as asymptotic waveform evaluation (AWE), can then
be used. While extremely fast, this approach introduces
significant error during the device linearization process.
The second methodology continues to use the time-domain
numerical integration based approach, however, Newton-
Raphson (NR) iteration, as the engine of the solver, is re-
placed by successive chord (SC) iteration, which is report-
edly much faster due to the constant nature of the resultant
admittance matrix.

This paper introduces a new methodology not attempted
before. We achieve fast simulation speed by avoiding the
brute-force solution of differential equations, while main-
taining the accuracy of device models. In fact, the circuit
only needs to be solved as a system of algebraic equations
at K critical points, whereK is the number of transistors.
This approach is inherently much faster than SPICE-like
simulators, since Newton-Raphson iterations only need to
be performed at large time steps. To achieve this, we divide
the transient process into regions separated by theK criti-
cal points. Nodal voltages in each region are then approxi-
mated by quadratic waveforms, each of which is character-
ized by one parameter. These parameters are determined
subsequently by matching the charge/discharge currents at
the critical points with those predicted by the device I/V
relationship.

The rest of the paper is organized as follows. After a
brief review of the previous work in Section II, we will
then state problem formulation in Section III. Our pro-
posedpiecewise quadratic waveform matching, or QWM
method, is described in detail in Section IV. Finally, we
present our experimental results.

II. RELATED WORK

Efficient extraction of timing metrics for linear circuits,
typically modeled as RC or RLC networks, is well estab-
lished. Elmore delay [7] has been used extensively as an
improvement over the simple lumped RC metric. Since

Elmore delay is inherently linked to the first moment of
the circuit transfer function, a natural extension is to use
higher order moments to obtain a better approximation of
the transfer function by retaining more number of dom-
inant poles. Pileggi and Rohrer pioneered this approach
with their asymptotic waveform evaluation (AWE) method
[13]. Alpert et al [3] showed that empirical delay met-
rics can be directly obtained from moments without fur-
ther computation of dominant poles. Derivatives of AWE
[8] [10] solve the numerical problems such as stability and
passivity associated with AWE.

No transfer function can be defined for the nonlinear
digital circuits. Nevertheless, one can simplify the device
model in such a way so that analytical methods developed
for linear circuits can be employed. The switch-level sim-
ulators, such as Crystal [12] and IRSIM [15], model the
transistors as switched resistors. A logic stage can then be
reduced into an RC network, for which Elmore delay is
computed. The so-called fast SPICE simulators, such as
MOM and ACES [5], improve this approach by the piece-
wise linearization of transistor model, while using AWE
to further improve the evaluation accuracy of each linear
region. ILLIADS [6] [16] uses a piecewise quadratic de-
vice model: while the circuit is still modeled as nonlinear,
more efficient approach can be used to solve a system of
quadratic differential equations.

Simplification of device models introduces errors too
large to tolerate. To avoid that, TETA [4] keeps an ac-
curate, nonlinear device model and remains to use the
time-domain integration based approach to solve differen-
tial equations. However, it uses tabular device models to
avoid the dominant model building time in SPICE. In addi-
tion, it replaces Newton-Raphson iteration with successive
chords (SC) iteration [11]. While with a theoretically infe-
rior convergence rate, SC can evaluate each iteration much
faster because the admittance matrix of the linearized cir-
cuit stays constant. The authors later show the efficiency
of TETA approach for multi-port logic stages coupled by
interconnects [2] .

III. PROBLEM FORMULATION

In this section, we formulate the timing analysis of logic
stages as awaveform evaluationproblem.

A. Circuit Model

A CMOS logic stage is modeled as a polar directed
graph, whose vertices represent the set of circuitnodesand
edges represent the set ofcircuit elements. The source of
the graph represents the power supply and the sink rep-
resents the ground. There are three types of circuit ele-
ments: NMOS transistor, PMOS transistor and wire seg-
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ment. Each circuit element is characterized by its geo-
metric parameters, including its width, length, and option-
ally for the transistor, the area and perimeter of its junc-
tions. The electrical properties of the element can be de-
rived from these the geometric parameters. In addition, a
logic stage contains a set ofinputs, each of which is as-
sociated with the gate of a transistor, and a set ofoutputs,
which are circuit nodes that are intended to be connected
to the inputs of other stages.

Definition 1: A CMOS logic stageis a polar directed
graph〈N,E,s, t, I ,O〉, with the set of nodesN ⊆ Node, the
set of edgesE ⊆ Edge, the source nodes∈ N, the sink
nodet ∈ N, the inputsI ⊆ E and the outputsO⊆ N.

Node =tuple { 1
incoming : 〈〉Edge; 2
outgoing : 〈〉Edge; 3
} 4

Edge =tuple { 5
kind : Device; 6
src, snk : Node; 7
w, l : R ; 8
} 9

Device ={nmos, pmos,wire}; 10

Example 4:The logic stage in Figure 4 (a) can be
reduced into the graph model in Figure 4 (b), which
can be defined asV = {Vdd,N1,N2,N3,N5,GND}, E =
{M1,M2,M3,M4,M5,W1}, I = {M1,M2,M3,M5,M5},
O = {N4}. s= Vdd, t = GND.

Vdd

M1

W1

M3 M4

M5

M1

M2
M2

M3 M4

M5 W1

Vdd

GND

N4

N1
N1

N2
N3

N3
N4N2

(a) (b)

Fig. 4. Circuit model.

B. Device Model

Each circuit element is associated with a device model
m. The model defines the device I/V relationship (iv) as
a mapping from its geometric parameters and terminal
voltage configuration to the corresponding current flow-
ing from the source node to the sink node. The terminal
voltage includes not only the source and sink voltages, but
also the input voltage associated with the circuit edge. For

NMOS and PMOS devices, the terminal voltages corre-
spond to the gate, source, and drain voltages. The input
voltage for wire segments is not defined. The device model
also defines how threshold voltage and saturation voltage
is related to the terminal voltages in order to factor in the
body effect. In addition, the model defines the parasitic ca-
pacitance contributions to the source node and sink node.
The parasitic capacitances depend not only on the device
geometry, but also the terminal voltages [14]. Miller ca-
pacitances are also included.

Definition 2: A device model m is a member of
DeviceModel.

DeviceModel =tuple { 11
iv : R × R × TermVoltage7→ R ; 12
threshold : TermVoltage7→ R ; 13
srcCap : R × R 7→ R ; 14
snkCap : R × R 7→ R ; 15
inputCap : R × R 7→ R ; 16
} 17

TermVoltage =tuple { 18
input : R ; 19
src : R ; 20
snk : R ; 21
} 22

Example 5:Figure III-B plots the projection of the
NMOS device model: it demonstrates how current
changes (Ids) with respect to the change of source voltage
(Vd) and sink voltage (Vs).

Ids vs. Vs and Vd

0
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Fig. 5. I/V relationship in device model.

C. Waveform Evaluation Problem

The waveform evaluation process computes the output
waveforms given the input waveforms and load capaci-
tances , as shown in Definition 3. Waveform evaluation
computes richer informational than traditional timing anal-
ysis where only the delay/slope pair is computed. The im-
portance of waveform evaluation is confirmed by a recent
paper [9] that in deep submicron circuits, the traditional
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delay metric can lead to up to 30% error.

Definition 3: A waveform evaluation of a logic stage
〈N,E,s, t, I ,O〉 under the set of device modelsmodel :
Device7→ DeviceModelcomputes a set of output voltage
waveformsV : O×T 7→ R , given a set of input voltage
waveformsG : I ×T 7→ R and a set of load capacitances
CL : N 7→ R .

Since we are performing the static timing analysis, only
the worst case, in other words, charging/discharging along
the longest paths, needs to be considered. Without loss
of generality, we consider the discharge case of a stack of
K NMOS transistors. Each transistorMk connects circuit
nodek+1 andk, and has a size ofwk andl k, as shown in
Figure 6. The input waveform is assumed to beGk. The
capacitance of each node to ground isCk, which equals to
the sum of all capacitances contributed by the incident cir-
cuit elements and the load capacitance. To further simplify
presentation, in later text we make the following assump-
tions. First, there is only one input switches. Second, the
switching input is a step signal, we therefore can ignore
the direct path current. Third, all parasitic capacitances are
constant. Our implementation, as our experiment demon-
strates later, does not make these assumptions.

M4

M3

M2

M1

I4

I3

I2

I1

C4

C3

C2

C1

J4

J3

J2

J1

Fig. 6. Discharge along the longest path.

IV. QUADRATIC WAVEFORM MATCHING(QWM)

A. Waveform Matching

For each circuit nodek, we first assume that the corre-
sponding voltage waveformVk can be approximated by a
waveform with ananalytical form, for example, a poly-
nomial with respect to time. While the analytical form is
pre-defined, its characterizing parameters are to be deter-
mined. Each circuit node is associated with a capacitance
to ground, with a valueCk equals to the sum of all capaci-
tances contributed by the incident circuit elements and the
load capacitance

Ck = m.srcCap(wk, l k)+m.snkCap(wk+1, l k+1)+Ck
L (1)

The charge/discharge current waveform can be analyti-
cally determined as well:

I k = Ck dVk

dt
,∀k (2)

We then examine a particular time pointτ. By exam-
ining the I/V relationship defined in the device model, the
current flowing through each circuit elementsJk can be
determined.

Jk
τ = m.iv(wk, l k,Gk

τ,V
k

τ −Vk−1
τ ) (3)

The discharge current at timeτ given in Equation (2)
should be matched with the difference between currents
flowing through neighbor devices:

I k
τ = Jk+1−Jk,∀k < K (4)

IK
τ = JK (5)

We therefore obtain an algebraic equation for each cir-
cuit node. Ifr number of parameters are chosen to charac-
terize each output waveform, then a number ofr ·K equa-
tions need to generated, in other words,r time points need
to be chosen to perform waveform matching. Given that,
the transient solution of the circuit is then reduced to the
solution of a system of algebraic equations!

The art part of the waveform matching methodology is
the choice of the analytical waveform model. The dis-
charging currents of all circuit nodes of a stack of 6 NMOS
transistors are shown in Figure 7. An interesting and im-
portant observation is that each charge/discharge current
waveform has a single peak, calledcritical point, coincid-
ing with the time when the transistor above turns on, in
other words, when the upper transistor gate drive is equal
to its threshold voltage. An intuitive explanation is that
for a nodek, when its upper transistorMk+1 turns on and
the channel currentJk+1 increases, the absolute value of
the discharge currentI k, which is the difference between
channel currentsJk andJk+1, will start to decrease.

Based on the observation, we use a linear model,I k
t =

I k
τ + αk(t − τ), to approximate the current waveform be-

tween two critical points[τ,τ′], i.e., the time when the
lower and upper transistors turn on respectively.. Integrat-
ing Equation (2), we can obtain thequadratic waveform
approximationof the voltage waveform characterized by a
single parameterαk:

Vk
t = Vk

τ +[I k
τ (t − τ)+0.5αk(t − τ)2]/Ck (6)

We can thus use thepiecewise quadratic waveform
matchingstrategy: divide the transient process intoK re-
gions according to the critical points; then solve for the
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Fig. 7. Discharge current of 6 NMOS transistor stack.

parametersαk of each region by matching currents at the
corresponding critical point. More specifically, given the
initial voltage valueVk

τ and current valueI k
τ , the αk pa-

rameters are solved by the system of following algebraic
equations at the next critical pointτ′, when the transistor
ML is turned on:




I k
τ′ = I k

τ + αk(τ′ − τ),∀k
Vk

τ′ = Vk
τ +[I k

τ (τ′ − τ)+0.5αk(τ′ − τ)2]/Ck,∀k
Jk

τ′ = m.iv(wk, l k,Gk
τ′ ,V

k
τ′ ,V

k−1
τ′ ),∀k

Ik
τ′ = Jk

τ′ −Jk+1
τ′ ,∀k < L

IL
τ′ = JL

τ′
GL

τ′ = VL−1
τ′ +m.threshold(GL

τ′ ,V
L
τ′ ,V

L−1
τ′ )

(7)

B. Numerical Method

In this study, we solve the equation using the Newton-
Raphson method, which updates the guess of solution
based on Equation (8) until the errorF ( x ) or the up-
date∆x = Â−1 ·F reaches a threshold value.

xk+1 = xk − Â(xk)−1 ·F(xk) (8)

After rearranging Equation (7) to facilitateF evaluation
and Jacobian matrix construction,F can be:




I k
τ +Jk+1

τ′ (Vτ′)−Jk
τ′(Vτ′)

2
· T
Ck +Vk

τ −Vk
τ′ , ∀k < L

2·CL · (VL
τ′ −VL

τ )
−JL

τ′(Vτ′)+ I L
τ

−T

(9)

Except the last column, the Jacobian matrixÂ = ∂F/∂x

is close to a tridiagonal matrix.

Â =




Â1,1 Â1,2 0 . . . 0 . . . Â1,L

Â2,1 Â2,2 Â2,3 . . . 0 . . . Â2,L

0 Â3,2 Â3,3 Â3,4 0 . . . Â3,L
...

0
... 0 ÂL−1,L−1 ÂL ,L




Compared to theO(N3) complexity of the explicit or
implicit matrix inversion, such as LU decomposition, solv-
ing a tridiagonal system can be performed inO(N) time.

The last column ofÂ does not complicate the problem
too much. By using Sherman-Morrison formula as in [1],
Â can be expressed as sum of a tridiagonal matrixA and
a matrix whose elements are product of two vectorsu and
v .

Â = A +u⊗v

The udpate∆x = −(A +u⊗v)−1 ·F can solved by

A ·y = −F A ·z= u

∆x = y− v ·y
1+v ·z ·z

We observe tridiagonal method gives almost twice speed-
up over LU decomposition or other traditional linear sys-
tem solvers.

V. EXPERIMENTAL RESULT

In this section, we document the device characterization
process and experiment setup before we discuss the exper-
imental results.

A. Device Characterization

A direct, tabular implementation of the device model
can ensure no loss of accuracy as long as the grid size
is fine enough. However, such approach can lead to un-
acceptable amount of memory usage. Therefore, we use
a combination of curve-fitting and interpolation technique
to compress the device model data. To characterize tran-
sistor I/V relation, we sweepVs andVg from 0 volt to 3.3
volt with a step size of 0.1 volt. For eachVs/Vg pair, we
then generate polynomial functions to capture the depen-
dence of channel current on drain voltageVd using curve
fitting technique. We use a linear function for the satura-
tion region(◦) and a quadratic function for the triode re-
gion(+), as shown in Figure 8. Note this is different from
MOM in that QWM does not require any property, such
as linearity, of the transistor model. Therefore, together
with the threshold voltage and saturation voltage, we store
7 parameters for eachVs/Vg pair. If an I/V query is per-
formed with terminal voltages not captured by the grid of
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the table, the current value will be interpolated from neigh-
bor points. One benefit of this characterization and fitting
method is that∂Ids/∂Vd and∂Ids/∂Vs, used in Â , can be
computed very fast.

0 0.5 1 1.5 2 2.5 3 3.5
0

0.5

1

1.5

2

2.5

3

3.5

4

4.5
x 10

−4

Vds

Id
s

Ids vs. Vds

Ids=t2*Vds*Vds+t1*Vds+t0

Ids=s1*Vds+s0

Fig. 8. I/V curve fitting.

B. Experiment Setup

To verify the QWM method, we first characterize the
device models using the CMOSP35 technology withλ =
0.25µ. The sample data used for characterization are ob-
tained by Hspice simulation using BSIM3 V3.1 model. We
then analyze a set of standard CMOS logic gates. To fur-
ther measure how QWM method scales with the transistor
stack length, we also analyze transistor stacks of lengths
ranging from 5 to 10, with randomly chosen transistor
widths. Since the simulation time of Hspice for small
circuits is dominated by the model building time, which
is minimal in QWM approach due to its tabular device
model, we compare only thetransient time reported by
Hspice to ensure fairness. Since the user-specified step
size has an impact on the Hspice simulation time, we per-
form Hspice simulation with step size of 1ps and 10ps. All
experiments are carried on a SUN Blade 100 system run-
ning at 500 MHz.

C. Results

We observe an impressive speed-up of QWM over
Hspice. Table I shows part of our simulation result(in sec-
onds) on minimum sized logic gates. For the three NAND
gates, an average speed-up over 235 for 1ps step size and
37 for 10ps step size with an accuracy around 1.14% is
observed. The 600 speed-up for an inverter comes from a
close enough initial guess, which dramatically cuts down
the number of iterations. In Table II, for each stack length,
we show results for three circuit configurations, each of
which has different transistor width combination. For
timestep size of 1 ps, the average speed up is over 250;

Circuit Hspice(1ps) Hspice(10ps) QWM
Run Speed- Run Speed- Run
Time up Time up Time Error

inv 0.06 600 0.01 100 0.0001 0.77%
nand2 0.13 217 0.02 33.3 0.0006 1.45%
nand3 0.24 240 0.04 40 0.001 1.23%
nand4 0.4 250 0.06 37.5 0.0016 0.76%

TABLE I
QWM VS HSPICE FOR LOGIC GATES.

Size Hspice(1ps) Hspice(10ps) QWM
Run Speed- Run Speed- Run
Time up Time up Time Error

ckt1 0.35 184 0.05 26.3 0.0019 0.05%
5 ckt2 0.49 258 0.07 36.8 0.0019 3.66%

ckt3 0.44 232 0.07 36.8 0.0019 0.58%
ckt1 0.57 197 0.08 27.6 0.0029 0.61%

6 ckt2 0.81 289 0.11 39.3 0.0028 1.42%
ckt3 0.62 230 0.08 29.6 0.0027 0.12%
ckt1 0.99 241 0.13 31.7 0.0041 0.28%

7 ckt2 0.75 214 0.1 28.6 0.0035 0.18%
ckt3 0.9 250 0.12 33.3 0.0036 1.06%
ckt1 1.08 225 0.14 29.2 0.0048 0.70%

8 ckt2 1.17 249 0.15 31.9 0.0047 0.65%
ckt3 0.95 207 0.13 28.3 0.0046 0.48%
ckt1 1.23 232 0.16 30.2 0.0053 0.78%

9 ckt2 2.22 364 0.26 42.6 0.0061 1.21%
ckt3 2.2 324 0.26 38.2 0.0068 1.99%
ckt1 2.16 288 0.26 34.7 0.0075 2.15%

10 ckt2 2.38 309 0.28 36.4 0.0077 0.95%
ckt3 2.23 301 0.27 36.5 0.0074 0.78%

TABLE II
QWM VS HSPICE FOR RANDOMLY GENERATED LOGIC

STAGES.

for timestep size of 10 ps, the number is over 30. Note that
this speed-up is for transient time only. We observe much
higher speed-up if total Hspice runtime is compared. In the
mean time, the delay metric obtained contains a worst-case
error of 3.66% error and average error of 1.00%.

The simulation result of a 6 NMOS stack, which is taken
from the longest path in Manchester carry chain in Fig-
ure 2, is illustrated in Figure 9. The transient result pro-
duced by QWM is simply plotted as straight solid lines
connecting the critical points calculated by QWM. The re-
sult produced by Hspice is plotted in dashed line. One can
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observe that QWM result follows quite closely with the
Hspice result.
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Fig. 9. A 6 NMOS stack simulation result.

Figure 10 demonstrates the simulation result for a de-
coder tree in Example 3 as shown in Figure 3. Note that
the decoder tree has long wires between transistors. We
first used AWE approach to build a macroπ model for the
wire. This can be evidenced by closely spaced waveform
pairs in Figure 10, which correspond to the two terminals
of wire segments. A speed-up of 26 over Hspice for 10 ps
timestep and accuracy of 96.44% is achieved.
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"tb11.spdat" using 1:2
"tb1.dat"  using 1:2

"tb11.spdat" using 1:3
"tb1.dat"  using 1:3

"tb11.spdat" using 1:4
"tb1.dat"  using 1:4
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"tb1.dat"  using 1:6

Fig. 10. Decoder tree simulation result.

VI. CONCLUSION

In this paper, we propose a new methodology, called
quadratic waveform matching, for the fast timing analy-
sis of logic stages. This approach replaces the solution
of a system of differential equations by the solution of a
few systems of algebraic equations. One instance of this
methodology, called piecewise quadratic waveform match-
ing, produces on average 99% accurate delay metric with
order-of-magnitude speedup over SPICE.

In the future, we will study the suitability of other wave-
forms for the timing analysis problem. More sophisticated
waveform model and critical point model may help further
improve speed and accuracy.
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