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We’ve all been in class...

Projectors and tablets used for delivering notes
Hard to record content, lots of wasted data or no effective
way of replaying!
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Goal

Easy to record notes

Efficient storage

Without loss of written
content
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Initial system for real-time performance

High-performance, real-time video processing
Entirely in hardware
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Revised System
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Revised System
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Qualitative Approach

Given an input image, would like to classify each pixel:

Ink Not Ink
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Decision Tree Classifier

1 Paper and ink alone is
easy

2 YCbCr is decorelated
3 Human skin profile

Build decision tree to classify!

3.1.1 Decision Tree Classifier

The decision tree for the project is shown in Figure 4. The text below describes our design process

of obtaining the tree.

Cr > 140?

Yes

not ink

No

Y > 115?

Yes

not ink

No

ink

Figure 4: Final decision tree for system

We did some testing to figure out the optimal classification scheme. We’d originally planned to

simply classify based on the Y (luminence) value, with all pixels below a given value being classified

as ink, but we found it was hard to distinguish between a writing hand and ink. From a distance,

even a thick black marker would not show up in the video camera as being black. Evidently, a more

complex classification scheme was needed.

Based on our knowledge of how YCrCb works, we hypothesized that a decision tree might work

well. We would first classify using the Y value, with high values being classified as paper, and low

values as ink. The values in the middle would be further classified using the Cb value. Since we

know, due to the use of blue and green screens, that these colours are considered to be easy to

separate from human skin tones, we believed that it should be able to remove hands from the image

due to their low Cb value. However, we did not have as good results as we expected.

We decided to systematically experiment with thresholding based on Y, Cb, and Cr separately in

order to determine how best to go about constructing our decision tree. We created a new Xilinx

project, a modified version of our main project, in order to do so. We first displayed the YCbCr

values read by the camera directly to the VGA. The Y values were mapped to green, the Cb values

to blue, and the Cr values to red. From this, we hypothesized that we could probably get better

results by taking into account the Cb and Cr values. It was apparent that a writing hand, the

paper, and the ink differed significantly in more than just the luminence value.

We then modified the code so we could display only one of the three values at a time, and so that

the color we choose to display could be selected by modifying and recompiling the software instead

of the hardware, and ran tests on each individual value. The results of the tests are summarized in

Appendix A.
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Calibration

Base Image Cr segmentation
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Calibration

Base Image Y Segmentation
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Double Buffering
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Circular Buffering
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Successes

Near real-time recording of handwriting
Rejection of user’s hand and writing utensil from image
stream
Rich writing interface: erasing, multiple colours
Playback of previous writing
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Future Improvements

Recording Save to PC
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Recording Save to PC
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Design Philosophy

Our philosophy:
1 No integration stage: rotate tasks
2 Explore alternatives concurrently and choose best
3 Adapt design quickly
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Lessons Learned

Design complexity and tough performance criteria don’t
always lead to most effective system
Solve as much as possible in software
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DEMO
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