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1.0
BACKGROUND INFORMATION:

Dynamic voltage scaling can effectively reduce power dissipation, thus considerably extending the battery life of portable devices.  By simply reducing the operating frequency of a processor, a corresponding decrease in operating voltage is induced, leading to a reduction of total energy consumed.  However, there is a compromise between reduced processor frequency and performance.  We can circumvent this problem by recognizing that not all applications require peak performance, and the processor can dynamically adapt its frequency to the application’s requirement.

To determine the workload of the processor at runtime, various dynamic voltage scaling (DVS) algorithms are available for this purpose.  These prediction algorithms use workload statistics from previous processes to estimate the future workload.  Applications may have a time-varying or time-invariant characteristic.  Based on [1], the workload of a real-time audio application on a PDA is predictably constant in a stable network with equally sized packets arriving at a constant rate. However, the workload of an address UI application can vary depending on the user’s action.  Consequently, the algorithm employed by [1] that uses an interval approach, in which the future workload is evaluated to be the running averages of previous ones, will not produce optimal results due to the non-deterministic nature of some application workloads.  Adaptive Filtering of workload traces described by [2] will provide better estimate of workload and therefore approach optimal performance.  

1.1  PROJECT SCOPE & GOAL

The experiments conducted by Weiser et al. [3] offer a good framework for addressing energy issues in mobile devices.  However, the experiments conducted are not realistic since they were taken from a multi-user Unix server and conducted on a simulator.  

For our project, we plan to implement several (approximately 4) DVS algorithms on a modern PDA device and compare our results with simulated or laptop device studies done in past papers [1] [2] [3] [4] [5] [6] [7]. With a PDA capable of fine-grain voltage scaling, we will execute representative workloads and quantify  achieved energy savings. DVS can be implemented at various levels, such as (1) in the processor, (2) in the operating system scheduler, (3) in the compiler, and (4) in the application. Our approach  is to implement DVS at the operating system scheduler level.

Previous research done by Grunwald et al. [8] is closely related to our proposed work. They investigated DVS algorithms on a PDA device and obtained negative results using onlytwo DVS algorithms. We, however, plan to implement these along with other more sophisticated DVS algorithms, such as [2] [5] [7].

We will first install the LINUX operating system onto the PDA and familiarize ourselves with the OS scheduler.  Next, we will implement various adaptive DVS algorithms into the OS scheduler and determine realistic, possible savings.  Then, we will run appropriate, measurable workloads for the PDA such as playing mpeg video streams or mp3 audio streams. Finally, we will evaluate the efficiency of the system for comparing the power savings between with and without DVS support, and the ideal maximum energy savings possible. For further details, please consult our project web page http://www.eecg.toronto.edu/~tamda/csc2228/.

1.2 MILESTONES OF THE PROJECT

Sept 23 – Oct 21

- Research the purchase of a PDA capable of dynamic voltage scaling.

(Week 1 – 4)

- Install LINUX on the PDA and get familiarized with the







OS scheduler.






- First progress report (Oct 14)

Oct 21 – Nov 18

- Determine and test suitable PDA application workloads.

(Week 4- 8)


- Implement 3 to 4 DVS algorithms in the OS scheduler

- Test & debug the system

- Second progress report (Nov 11)

Nov 18 – Nov 25

- Run experiments, collect, evaluate, analyze results

(Week 8 – 9)

Nov 25 – Dec 15

- Presentation (Dec 2)

(Week 9 -11)

- Final Report (Dec 15)


2.0
APPENDIX A - SUMMARY OF SELECTED RELATED WORKS:

Additional brief summaries can be found on our project web page.

[1] 
Trevor Pering, Tom Burd, Robert Brodersen, "The Simulation and Evaluation of Dynamic Voltage Scaling Algorithms", ISLPED'98, August 10-12, Monterey, California. http://iacoma.cs.uiuc.edu/CS497/LP2a.pdf
Reference Summary:

Dynamic Voltage Scaling (DVS) allows for dynamic change in their speed and voltage, thereby increasing the energy efficiency.  By introducing delay (D), the energy/operation (E) and the operating voltage (V) can be reduced as described by:






  

Algorithms, termed voltage schedulers, are used to determine the operating speed of the processor at run-time.  The target device of this paper is a PDA-class device with respect to system configuration, workloads, and metrics.  Four different algorithms are compared in this paper:

• FLAT<speed>: Operation without any voltage scaling, system running at constant speed.

• COPT: Theoretical optimum operating point, the minimum energy at which a system can obtain given a delay.

• PAST: Analysis of previous interval to determine current speed of operation.

• AVG<weight>: System behavior is predicted based on a running average of previous intervals.

Three benchmarks, representative of applications on a PDA, are employed:

• Address Book (UI) The workload varies when using a simple address book application with operations such as searching, update across a wireless connection, and simple editing.

• Real-Time Audio (AUDIO) The workload is predictably constant with equally sized packets arriving at a constant rate for a encrypted stream of audio running at 512Kb/s. 

• MPEG Decompression (MPEG) The workload for decompression of MPEG video frames. It is predictably constant since the time available for decompression for a given frame is constant.

From the analysis, the DVS algorithms reduce system energy by about 46% while maintaining the peak performance demanded by general purpose systems.  The algorithms did not reach the optimal, due to the limitation of the interval approach to scheduling.  To improve the result, two approaches are proposed.  First, each individual thread could be tagged with an expected workload to be used by a voltage scheduler when that thread is queued to run.  Second, modification of application could be done to give hints to the operating system of expected behaviour.

[2] 
Amit Sinha and Anantha P. Chandrakasan, "Dynamic Voltage Scheduling Using Adaptive Filtering of Workload Traces”,  Proceedings of the 14th International Conference on VLSI Design, Bangalore, India, January 2001. http://www-mtl.mit.edu/research/icsystems/uamps/pubs/sinha_vlsi2001.pdf
Reference Summary:

An adaptive approach for dynamic voltage scheduling on processors is presented based on workload prediction by filtering a trace history. The effect of update frequency also has a significant bearing on performance and energy.  A low update rate implies greater

workload averaging which results in lower update energy cost, but a greater performance hit since the system will not respond to a sudden increase in workload.  

Several filtering schemes for the prediction algorithm are analyzed:

Moving AverageWorkload (MAW) - The simplest filter is a time-invariant moving average filter, hn[k] = 1/N for all n and k.  This filter predicts the workload in the next slot as the average of the workload in the previous N slots. 

Exponential Weighted Averaging (EWA) - This filter is based on the idea that effect of workload k-slots before the current slot lessens as k increases, i.e. it gives maximum weight to

the previous slot, lesser weight to the one before and so on.

Least Mean Square (LMS) – This adaptive filter’s coefficients are modified based on the prediction error. 

Expected Workload State (EWS) - The last technique is based on a pure probabilistic formulation and does not involve any filtering.

From the analysis, dynamic Voltage Scaling is a very effective technique to reduce processor energy consumption without causing significant performance degradation.  Adaptive LMS filtering can be used to predict workloads.  Up to two orders of magnitude energy savings is possible on low workload processors.

3.0  REFERENCES:
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