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1 Intr oduction

In recent years Field-Programmable Gate Arrays (FPGA® baen xplosve marlet
growth because thyeoffer instant manwcturing and much ¥eer non-recurring engineering costs
than Mask-Programmed Gate Arrays (MPGASs). FPGAs enablerfanudcturing and lor devel-
opment costs because all of their logic and routing resources abrpated and are customized
in the field by the designer [1].

The preébrication of routing resources in an FPGA implies that the number of routing
tracks in each channel is set by the maatufrer It is vital that these routing resources be distrib-
uted in a manner that alls their eficient utilization by the lagest class of circuits. If there are
too fawv tracks in some area of the chip then ynaincuits will be unroutable, while if there are too
mary tracks, thg may be vasted.

This paper addressesvseal questions concerning the distition of routing tracks across
an FPGA. Essentially we arevestigating if the intrinsic properties of circuits lead them to map
most eficiently to a certain routing architecture. The first question addressed is whether or not
there should there be a directional bias to the routing. If so, what amount of bias is best? Figure
1(a) illustrates a@irectionally-biased FPGA in which the horizontal channels contain more tracks
than the ertical channels. Commercial FPGAs with both unbiased routing [2, 3] and biased rout-
ing [4, 5] «ist, so this question has clear commercialaiee. © ensure our results are applica-
ble to the broadest class of FPGAs, we determine the best directional bias for FPGAs with
different logic block pin positions and aspect ratios.

The second question we address is whether all channels in the same direction in an FPGA

should be the same width or whether some channels should be wider than oHwlitate fout-
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Figure 1: Types of Global Routing Architectures.
ing in congested ggons. e refer to architectures in which the channels in somg®ne are

wider than the channels in othersras-uniform routing architectures, as illustrated in Figure
1(b)%. Mary in the FPGA community belie that most routing congestion occurs near the center
of an FPGA, and hence channels in thggae should be wider than the channels near the edges.
In fact, AT & T has designed arx&a-wide channel in the center of their latestide to imprwe
routability [6]. In addition, board-iel constraints often force designers to fix the position of an
FPGAs I/0s, and some belie that this increases congestion near the chip edges so that the chan-
nel between the pads and the logic should be me&de wide. Xilinx has an FPGA with a wide
channel between the pads and logic, at least partially to wepoutability when the I/O loca-
tions are fied [7]. In this papemwe determine the best disuiibn of tracks across an FPGA both
when the 1/0O assignment to pads is unconstrained and when @ddriia poor configuration.

We evaluate FPGA architecturegperimentally; benchmark circuits are placed and routed
into FPGAs with diferent global routing architectures to determine the velatiea consumed by
the circuit in each architecture. In order to obtain meaningful results, the CAD tools used to place
and route these circuits must understand arelddkantage of the biased and non-uniform nature
of these architectures.a\have created a me placement and routing tool which reads a parame-
terized description of an FPGA architecture and aggedgsseeks to minimize congestion and
fully utilize the channels of the specific architecture during both placement and global routing.

The oganization of this paper is as folls. Section 2 outlines the CAD Woused to ealu-

1. Note that apgiven channel will abays hae the same number of tracks along its entire lengéhdid/not
consider arying the channel capacity along its length as this leadsedoyalifficult layout problem.



ate the diferent FPGA architectures. Section 3 describes the algorithms and performance of our
placement and routing CAD tools. \s/aluate the areafefiency of FPGAs with difering
amounts of directional routing bias in Section 4. In Section 5 we address the uniform vs. non-uni-

form channel thickness question. Finallye summarize our results and conclusions.

2 Experimental Methodology

To compare the areafigiency of the diferent global routing architectures we technology-
map, place and route 26 of thegast MCNC benchmark circuits [8] into each architecture. In
this section we describe the CADVilahe area model, andvezal important architectural details

that were assumed.

2.1 CAD Flow
Figure 2 proides an werview of the CAD flav. First, the SIS [9] synthesis package is used

to perform technology-independent logic optimization of each cifchiiext, Flovmap [10] is
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used to technology-map each circuit into foyut look-up tables (4-LUTSs) and flip flops. The
logic block used in thesepgeriments contains a 4-LUT and a flip-flop, in the configuration illus-
trated in Figure 3. A customulit program (blifmap) packs the 4-LUTs and flip flops together into
these logic blocks.

The netlist of logic blocks and a description of the FPGA global routing architecture are
then read into the placement and global routing tool, VPR. This program places the circuit, and
then repeatedly routes (or attempts to route) the circuit witlreift numbers of tracks in each
channel ¢hannel capacities). VPR performs a binary search on the channel capacities, increasing
them after adiled routing and reducing them after a successful one, until it finds the minimum
number of tracks required for the circuit to route successfully ovea gjlobal routing architec-
ture. While the absolute number of tracks per channel is adjusteardgper downwards after
each attempted routing, theative numbers of tracks in theakious channels across the FPGA
are alays lept at the &lues specified by the FPGA architecturer Example, VPRS first
attempt at routing a circuit in an architecture with a-te-one directional bias might assume hor-
izontal channel capacities of tweltracks and ertical channel capacities of six tracks. If this
routing was successful, VPRawuld then attempt to route the circuit in an FPGA with horizontal
channel capacities of six tracks arettical channel capacities of three tracks. After a small num-
ber of such attempted routings one can determine the minimum number of tracks required to suc-
cessfully route this circuit in this architecture. Thus thedixariable in thesexperiments is the
relatve channel capacities, and the fre@able is the absolute number of tracks required to route
the circuit successfully

The benchmark circuits used in this study consist of 14 combinational and 12 sequential

MCNC benchmark circuits [8], whichavy in size from 222 to 1878 of our logic blocks.
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2.2 Area Model

Our goal is to measure the arefiegéngy of different global routing architectures without
reference to the detailed routinggseentation, switch block, etc.) architecture. At thigleit is
the amount of “global wiring” that changes as waeyhe architecture. A simple track count will
not accurately represent the wiring area of rectangular FPGAs, as the tracks in one direction are
longer than those in the othéiccordingly we define drack segment to be a prefbricated wire
that spans one logic block; a channel of width W tracks that spans L logic blocks contains W x L
track sgments. The total number of traclgsgents an FPGA must contain to globally route a cir-
cuit is a representat metric of the “global wiring” area. In order teeaage the results from cir-
cuits of difering sizes we use th@erage number of track gments per tile (i.e. per logic block)
as our area measurarfexample, in a square NxN uniform FPGA with W tracks in each channel,
the total number of track gments is 2WHR, and the number of tracks per tile is 2\Méte that the
routing area is gen by the total number of trackgseents the FPGA contains, and not the num-

ber of track sgments which are actually used by a circuit.

2.3 Significant FPGA Architectural Details

Several architectural parameters other than the global routing architecture must be specified
in order to define an FPGA.&\set these parameters to be as close to those of commercial FPGAs
as possible.

First, the size of the FPGA array used for\aegicircuit (i.e. the number of logic blocks) is
set to be thamallest FPGA with the desired aspect ratio (number of columns / numbewsj ro
with suficient logic blocks to accommodate the circuit. This situation, in which there is minimal
“spare room” in the FPGA, presents the greatest challenge to routing completion, and is normally
the case that mamadturers wish to optimize, since useranivto luy the smallest FPGA with
enough logic to contain their circuit.

In this study the number of I/0O pads that can fit into the height or width of a logic block is
set to tvo. This number is commensurate with the redasiizes of 1/0O pads and 4-LUTs in current
FPGAs [2, 3, 5] and ensures that none of the 26 benchmarks is pad-limited.

Finally, we do not route the clock net in sequential circuits, since this net is normally dis-

tributed through a special clocking netik in commercial FPGAs.



3 Tuned Placement and Routing Algorithms

In FPGA architecturexplorations of this kind [1] one must ensure that the CAD tools used
are response to the architectural parameters beiaged. An architectural feature which appears
useful lut which CAD tools cannotxgloit is of very limited utility. Similarly, a primitve CAD
tool which does not makuse of an FPGA feature as aggredgias possible may lead toade
conclusion about the usefulness of this featupeerisure adir comparison between thfent glo-
bal routing architectures, we created & péacement and routing tool which understands tie
routing resourcesvailable \ary across the FPGA and tries to makaximal use of the widest
channels in both the placement and routing steps. As this CAD tool is capable of mapping to a

wide variety of FPGA architectures, we named it VPR, short tas&tile Place and Route.

3.1 Global Routing Resource-Avare Placement

We emply the simulated annealing algorithm [11] for placement. The annealing schedule
is based on feedback control of the acceptedennate, which \as found to be crucial to obtain-
ing excellent placements in [12, 13]. Theykto a routing resourcenare placement tool is ensur-
ing that the cost function correctly models the reéadifficulty of routing connections in g&ons
with different channel widths. After significantperimentation with manalternatves, we hae
developed dinear congestion cost function which prades the best results in reasonable compu-

tation time. Its functional form is

(1)

M
Cost”near = z q(n)x|: bbx(n) 4 bby(n) i|
n=1

Cavx(M”  Cavy(M®

The summation in (1) isver the M nets in the circuitof each net, Bband bly denote the hori-

zontal and ertical spans of its bounding box, respealil. The q(n) &ctor compensates for the

fact that the bounding box wire length model underestimates the wiring necessary to connect nets
with more than three terminals, as suggested in [14]alteevdepends on the number of terminals

of net n; g is 1 for nets with 3 onfeer terminals, and shdy increases to 2.79 for nets with 50 ter-
minals. G x(n) and G,y(n) are the @erage channel track capacities in the x and y directions,

respectrely, over the bounding box of net n:
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This cost function penalizes placements which require more routing in areas of the FPGA that
have narrever channels. Thexponent,a, in the cost function alles the relatie cost of using
narrav and wide channels to be adjusted. Whers zero the linear congestion cost function
reverts to the standard bounding box cost function. Tigetahe alue ofa, the more wiring in
narrav channels is penalized relaito wiring in wider channels; we Y& eperimentally found
that settingx to 1 results in the highest quality placements.

Since G, depends only on the channel capacities, which do not change during a placement,
and on the maximum and minimum coordinates of the bounding box, we can precompute all pos-
sible Gy x and G,y values and store them indvarrays indeed by the minimum and maximum
of the appropriate bounding box coordinate. dotf we precompute thevierse of ng“ and
Ca\,,y“ for all possible bounding bes for further diciency. Consequentlythe time required to
recompute this cost function is virtually the same as that of the traditional bounding box cost
function.

In an FPGA where all channelsveathe same capacit§,, is also a constant and hence the
linear congestion cost function reduces to a bounding box cost function. In non-uniform and
directionally-biased FPGAs, haver, this cost function results in higher quality placements than
a bounding box cost function. Theaet amount of routability impx@ment depends on the pre-
cise global routing architecture used; as ooeld expect, those in which there is adardifer-
ence between the widths of channels ifiedént rgions shw the lagest impreement. Br the
architectures we study in this paper the linear congestion cost function typically produces place-
ments which require 5 to 10%wer tracks to route than placements produced with a bounding
box cost function.

We found one cost function whichaw capable of producing highguality placements than
the linear congestion cost function, at the cost of greatly increased CPU time. This cost function is

based on the ark in [14], and we call it aon-linear congestion cost function. This cost function



divides the FPGA into an array of N x Ngrens and attempts to model the routing resource
demand and supply in each of thesgiors. When a placement causes the routing resource
demand toxceed the supply in somegiens, the placement is halg penalized. Thexact func-
tional form we use is
N N
Dy i | i
C__. - M ax X Dy ij O, Maxd Dy ij , y.ij [0 (4)
nonlinear Z Z Q’JXSX” EbXSX”DD Z Z nysy,ij besy,ijDD

i=1j=1 d d i=1j=1

where O ; and B ;; are the gpected demand for routing resources igioe (i,j) in the x and y
directions, respedtely, S ;; and §;; are the @ailable supply of routing resources imien (i,j) in

the x and y directions, respedaly, ando is an optimization parameter between 0 and 1 that con-
trols what fraction of a ggon’s routing resources a placement can use before it vdyhpanal-
ized. W& have found that the bestiue ofo is 0.6 -- smaller alues do not reduce the solution
quality much, It one should not useles much layer than 0.6 The routing supply is in units of

tracks and is precomputed for eacioa before the annealing starts via

ymax;;
S ij = z Capacity,(r), and' (5)
r = ymin;
Xmax;;
S,ij = Z Capacity,(r). (6)
r = xXmin;

Capacity(r) and Capacityr) are the capacities of th® channel in the x and y directions,
respectrely. The routing resource demand also has units of tracks. The total routing resource
demand is the summation of the routing resource demands of all nets, where the resources used by

one net in rgion (i,j) are gven by

AD = OXO 7
AD = OXO 8
=qgx bbe (8)

In the equations abe, the bbdctors refer to the span of the net bounding box, thecR f
tors refer to the dimensions of each of thgioes, and the Gattors refer to theverlap in each

dimension between the bounding box and thgiore in which the routing demand is being



updated. Figure 4 summarizes tlaious geometricaictors.
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Figure 4: Routing Resouce Demand in Region (i,)).

We found that this non-linear congestion cost function, when computed on a 4 x 4 grid (16
regions), generally produces placements which require 2 to 4 feacks to route than those
produced by the linear congestion cost functionweler, keeping track of the routing resource
demand in the arious chip rgions is computationallyxpensve, and placement with this cost
function requires fig times greater CPU time than the linear congestion functimdiig the
FPGA into smaller subggons to mak localized congestion more visible did natriv well; a
non-linear congestion cost function computed on a 16 x 16 grid (g&thsg performs only mar-
ginally better than a cost function computed on a 4 x 4 grid, yet consumes sixteen times the CPU
time.

We also inesticated the performance of a secomdiant of the nonlinear congestion cost

function. The cost is computed as befoxeept that (4) is replaced by

NN
2
Cronlinear = »  » Dy ij ¥ [Max(Dy j; —0S, j;, 0)]
i=1j=1 9)

N N
+5 Y Dyjj+ [Max(Dy;; - 08, 0)]°
i=1li=1
This cost function is equalent to adding a bounding-box cost to a quadratic penalty term for
excessve congestion, with the merms scaled so that both are significamggndiess of problem
size or number of subg®ns. This cost functionage results that were essentially the same as
thsoe of (4).
We considered the reductions in track count agdeby the non-linear congestion cost

function too small to arrant the additional CPU time, so the results presented in this study all use



the linear congestion cost function. Nonetheless, we did rerum affeur experiments with the
non-linear congestion cost function and found that its use did not changé thie conclusions

discussed bela

3.2 Congestion-Driven Global Routing
It is crucial for the global router to be capable oklaging the ditrences in the capacities
of the \arious FPGA channels. The global routeredeped for this study empts a \ariant of the
PathFinder ngotiated congestion algorithm [15]. This algorithm consists of routing each net with
a maze router [16], then ripping up and rerouting each net in sequeecal senes. In each of
these subsequent routing iterations, the cost of using a node (waitieis channel ggment or
a logic block input pin) is modified, based on both the current and past Vioysréterations)
competition for that node. A channelseent is the length of channel that spans one logic block.
In an FPGA composed of an N x N array of logic blocks each channel contaigsnenée. V&
define the cost of a routing node sevhat diferently than [15]; the cost of using routing node
is
Cn = (140, [hgae) X (14 Py DPrae) + P g (10)
The p, term is a measure of the present congestion at this node. It is upgayeitine any
net is ripped-up and rerouted. Thalwe of p, is equal to theveruse of this node thatowld occur
if one more route were to use it, since the decision we are making during routing is whether
another net should go through this node or not.
p, = max((demand, + 1 - capacity,), 0) (11)
For example, consider a channel with a capacity of six tracks anghaese: of this channel
in which five tracks are currently used. Thevalue of this channel geent is zero, since routing
one more net through this channel will not causecamgestion. If, haever, all six tracks in this
channel were currently used, its\y@lue would be one, since routing another net throughoitid/
result in an veruse of one. The,hterm accounts for the historical, or past, congestion at this
node. It is updatednly after an entire routing iteration is completed; i.e. afterery net in the cir-
cuit has been ripped up and rerouted. Initiaj{yshset to O; at the end of each routing iteratign h

is increased by the amount by which demand for this node outstrips its capaatitis,
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1 0,i=0

htt= . .
" hy, + max(demand,,' —capacity,,, 0), i =1

(12)

where the superscripts refer to the routing iteration number

The R, .1 term penalizes bends, since global routes withyntemnds in them present a
more dificult detailed routing problem in FPGAs withgseented routing, and will generally lead
to detailed routes that are bothvgé and require more tracks. Thawe of b .1 is one if making
the connection from node n-1 to node n implies a bend (i.e. node n-1 is a horizontal cltggnnel se
ment and node n is @&xitical channel ggment or vice grsa), and is zero otherwise. Including this
bend cost in the total cost of using a node produces routesemttiew unnecessary bends with
little increase in track count.

The ley idea of Rthfinder is that thegg. term is O for the first routing iteration, and is grad-
ually increased in successiiterations. Hence, each net is initially routed by the shortest path
found. In succesee iterations, theg. term is gradually made iger so that congestion becomes
more &pensve and those nets whichJsaalternate routes e out of the congested areas. The
history term, ky allows information from pr@ous routing iterations to f&ct the current rout-
ing, further impreing the routes ability to find and woid congestion. By treating both channel
segments and input pins as routing nodes, this algorithmesake of the functional egalence
of LUT input pins in a ery natural vay. Initially, each connection connects to the logic block
input pin which leads to the shortest route. As the cost of congestion increases, nets are gradually
forced to ensure that thare each using an input pin that no other net is using.

In our implementation each channel caméha diferent capacitySince the cost of a chan-
nel sgment is based on the amount by which routing demerekés its capacityhis router will
automatically act to relie pressure on namochannels by rerouting nets through wider channels
wheneer necessary

Considerable &brt was spent tuning theuting schedule (the \alues of p,. and h, over
the course of the iterations) in order to achi¢he best results. The best routing schedule we
found set p,.to O for the first iteration, 0.5 for the second iteration, and 1.5 times theys@,.
value for all subsequent iterations. Tledue of . was set to 0.2 for all iterations; thect that iy

can only increase from iteration to iteration\pdes enough increase in the historical congestion
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penalty by itself. This routing schedule increases the cost of congestidy etmugh that the net
ordering is not gry important -- nets with the most alternate routesenout of congested areas
first. We found that increasing the cost of congestion mowelskthan this reduced the number of
tracks required only by 1 - 2% while increasing the CPU time lagtarf of 2 to 3. Setting,fto O
so that the router has no information about past congestion increased the number of tracks
required by 15%.

We also gperimented with tw different speed optimizations to thatRFinder algorithm.
First, we tried setting the initial cost for routinggeeents (i.e. the cost for routing iteration 1)
according to the xpected demand for eachgseent as predicted from the final placement by
equations (7) and (8) with the number djioms set equal to the number of logic blocks. The idea
was that the initial routing @uld therefore try towid regions which werexpected to hee high
congestion, and ¥eer routing iterations wuld be needed to find a feasible routingwieeer, the
results thus obtained are significanthorge than those obtained when the cost of routing
resources during the first iteration is set by (10) wiga gqual to 0. Settingg. to O for the first
routing iteration lets each net initially &la short path because congestion is not penalized; forc-
ing some of the nets out of the highly congested areas is deferred to later routing iterations. This
initial routing in which congestion is not penalized\pdes a considerably better outline of the
congestion inherent in the placement than equations (7) and (8), and hence leads-tpuhlijer
final routings.

The second speed optimizatiomsvmore successful.a\onstrain the router to route each
net without using anrouting sgments which are more th@irlogic blocks outside the net bound-
ing box. Setting3 to O forces all nets to be routed within their bounding box; this results in a
speedup of 24% at the cost of a 3% increase in track cetgusvallving all routes (i.e. th@ =
chip size case). Settirfjto 3 speeds up the router by 12% while increasing the tracks required by
less than 1%\@r the all routes allwed case. W have found that the congestioneadance fea-
tures of our router result irewy little increase in thevarage length of connections, so taetfthat
the vast majority of routes can be completed within the bounding box of their terminals is not sur-
prising. The speedups acheel by limiting routings to the net bounding box aamely modest

because highahout nets tak the greatest amount of time to route with our algorithm, and their
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bounding bors span essentially the whole chip.

3.3 Validation of Placement and Routing ol

In order to assess the quality of ouwr@acement and routing tool, we compared the chan-
nel density it achmsed on thirteen benchmark circuits to that aehekby the risting Uniersity
of Toronto placement and routing suite. This placement and routing suite consists oT @R AL
[17] placement program, which uses the MinCut placement algorithm [18], and the LocusRoute
global routing program [19].

In order to allv direct comparison with the final routings of QR/LocusRoute, the
experimental methodology described in Section 2 and used throughout the remainder afkthis w
was altered whewer necessary so that itxactly corresponded to the Wo used by
ALTOR/LocusRoute. Specificallthe benchmark circuits were all combinational, and were tech-
nology-mapped to 4-LUTs by the Chortle [20] program. The size of the FPGA and the number of
I/O pads per column werevedys set to thealues used by ALOR/LocusRoute. Finallythe
FPGA has channels which are all of the same width (i.e. uniform and unbiased), as this is the only
type of FPGA to which ALOR and LocusRoute can map.

Table 1 compares the performance of VPR and th€OR/LocusRoute tool suite. The
channel density for each circuit is the minimum number of tracks each channel must contain for
the circuit to successfully route. There ar® twolumns for VPR. In the “reroute only” column
VPR was allaved only to reroute the circuit; the placememtswerformed by ATOR. In the
“replace and reroute” column both the placement and routing were performed by VPR. When
VPR is only alleved to reroute a circuit it reduces the channel density by 37%veelatLocus-

Route; when the circuit is both placed and routed by VPR the channel density is reduced by 57%
compared to that achied by ALTOR and LocusRoute. Since ADR and LocusRoute i@ been
widely used for FPGA research both inside and outside theetdity of Toronto, we consider the

large reduction in channel density aclad by VPR to be a ceimcing demonstration of its qual-

ity.
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Table 1: Comparison of VPR to Altor/LocusRoute

Channel Density
Circut ALTOR + | VPR: Reroute| VPR: Replace
LocusRoute Only and Reroute
C499 10 7 5
C880 12 8 5
C1355 11 7 5
alu4 13 8 6
ape? 12 7 4
terml 9 6 4
example2 16 8 5
too_lage 11 8 6
k2fix 15 10 7
vda 13 9 6
9symml 10 5 5
alu2 10 6 5
z03D4 14 8 5
Average 12.0 (100%) | 7.5 (63%) 5.2 (43%)

4 Experimental Results br FPGAs with Directionally-Biased
Routing Resoures

The perimental framwork and tools described almwere emplged to answer the ques-
tions posed in the introduction to this paper: first, is there an drelaredy advantage to using a
directionally-biased architecture? A directionally-biased FPGA is one in which the numbers of
tracks @ailable for routing in the horizontal anénical directions are not equal. In essence, we
are irvestigating if there is anx@loitable directional bias in the basic nature of circuits. Figure 5
(b) shavs an @ample FPGA with a 2:1 directional bias; its horizontal channels contain twice as
mary routing tracks as itsevtical channels. ¥/ characterize directionally-biased FPGAs by the
ratio of the width of a horizontal channel to the width oédigal channel, denoted ag.R

We need to define an additional architectural feature whichedigrlafects our conclu-
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(a) No Directional Bias (Rh = 1) (b) Directional Bias (Rh = 2)
Figure 5: FPGAs With and Without Dir ectional Bias.
sions: the positioning of the pins on the logic block. The tvain cases of interest are illustrated

in Figure 6. In Figure 6(a), the logic block input and output pins are distdl®enly around the
entire perimeter of each logic blockeWall this theull-perimeter pin positioning, and it is simi-
lar to the pin positioning used in the FPGAs of Xilinx afd8AT [2, 3]. The second alternad,
which we call thetop/bottom pin positioning, restricts the logic block input pin locations to lie
only on the top and bottom of the logic block. The top/bottom pin positioning is illustrated in Fig-
ure 6(b) and it is similar to the pin positioning used in Actel FPGAs [4]. In all the results we sho
in this papereach logic block pin appears ysically) on only one side of a logic block. As dis-
cussed in Section ??, wevieafound that for the channel conneityi values (F [1]) found in
today’s commercial FPGAs this leads to the most arbeaiezit FPGAS.

Finally, we hae also found that the ratio of the number of columns to the number®fro
an FPGA, which we call the aspect ratio, significantfgcfarea diciency. Since most FPGAs
have the same number ofws and columns, we first present the results for square (aspect ratio 1)

FPGAs, before discussing the more general case of rectangular FPGAs in Section 4.2.

4.1 Results br Square FPGAs
The 26 lage MCNC circuits were passed through tkpegimental flov of Figure 2 for al-

ues of R varying from 1 to 4. As discussed in Section 2, the result for each circuit is the number

inl inl in2
in2 in4
. [ ]
in3  out in3 in4 out
(a) Full-perimeter pin positioning (b) Top/bottom pin positioning

Figure 6: Logic Block Pin Position Alternatives.
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of track sgmentsper tile® needed to successfully global route the circuit in an FPGA with the
specified alue of R,. Figure 7 is a plot of areafigiency versus the dgee of routing direction
bias, R, for both types of pin positioning. Thenical axis is the\aerage number of tracks per

tile required to successfully route the 26 benchmark circuits.

23+
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21 Full-Perimeter Pin
20}

19+

AverageTracks
perTile
17+

16+
15+
14+
13-

Top/Bottom Pins _ -

1 1 1 1

1 2 3 4
HorizontalChannelCapacity/ Vertical ChannelCapacity(R;)

Figure 7: Area-Efficiency vs. Diectional Bias br Square FPGAs.

The data shws that for the full-perimeter logic pin positioning, the best architecture is one
without ary directional bias. Hoever, when the pins are restricted to the top and bottom of the
logic block, the most &tient architecture has horizontal channels which are roughly twice as
thick as the ertical channels. An important conclusion is that the best full-perimeter architecture
is better than the best top/bottom pin architecture. The latter requires about 8% more tracks per
tile on average.

The full-perimeter architecture is more arefeefnt because there is a greater chance that
the block input pins are closer to their desired connections whgratben the full-perimeter
configuration than when tiieare in the top/bottom configuratiororFexample, consider the tw
routings of a multi-terminal net siva in Figure 8. The top/bottom pin configuration needs six
track sgments to route this net, whereas the full-perimeter configuration requires enlyiv
making use of the functional eqalence of LUT input pins during routing, the router is often

able to connect to a logic block pin adjoining a tradisent it needs to use for other connec-

3. Track sgments are counted whether or notythee actually used, so this is a true representation of the
area that must be dated to routing in the layout.
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tions, essentially making the connection to this logic block for free. Since the top/bottom pin con-
figuration has input pins bordering on only the horizontal channels, such “free” connections into

logic blocks are less frequent, reducing ardigiehcy.

(a) Full-Perimeter Pins. (b) Top/Bottom Pins.

Figure 8: Example Routing of a Multi-Terminal Net Using Different Pin Posi-

The full-perimeter pins configuration achés highest areaféfiency when there is no
directional bias to the routing because this esathe dificulty of routing to each of a logic
block’s nearest neighbors roughly equal. Consequethigy placement sofve can use all the
nearby logic block locations equally to cluster thadut of a net around its der. Essentially
this allovs one to cluster tightly coupled portions of logic in the smallest possible area. The
top/bottom pins configuration, on the other hand, prefers a 2:1 directional bias beeayiser-
nection to a logic block pin must come from a horizontal channel. Xtre gressure on the hori-
zontal routing resources is significant, since the typical distance routed between pins is only about

3 track sgments.

4.2 Rectangular FPGAs

In order to increase the 10-to-logic ratio, FPGA matidrers may @ant to lild rectangu-
lar FPGAs, as this increases the die perimeter and hence the number of pads. In this case the chan-
nels in one direction are longer andvénanore blocks connected to them than the orthogonal
channel, so the best amount of directional bias may chargyeeféf to the ratio of the number of
columns in an FPGA to the number olvas its aspect ratio. Figure 9 depicts an FPGA with an
aspect ratio of tw.

Figure 10 is a plot of the required tracks per tdesus R for various chip aspect ratios for
an FPGA with the full-perimeter logic block pin positioning.

There are tw features of interest in Figure 10. First, notice that the minimum of the aspect
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m rows

2m columns

Figure 9: An FPGA with an Aspect Ratio of 2.
ratio = 1 cure is the lavest of the three, indicating that a square FPGA is most dreia@f Sec-

ondly, the \alue of R, at which the minimum area occurereases as the aspect ratio increases.
As the aspect ratio increases, the horizontal channels become longer thartithé channels
and this results in greater demand for horizontal tragkneats. The bestalue of R, increases
from 1 for a square FPGA to 1.33 and 1.59 for aspect ratios of 2 and 3, regdpecti

Figure 11 shas hav the number of tracks per til@res with the aspect ratio,aqg for the
full-perimeter logic block pin positioning. The upper cuikeeps R fixed at 1, which is the best
value for a square FPGA. The routing resource requirements increase moderately with aspect
ratio; an FPGA with an aspect ratio of 3 requires 18% more tracks per tile than a square FPGA
when R, is 1. The laver cune plots the tracks per tile required by the FPGA with the ladse \of
Ry, for each aspect ratio. Clearlyhen we alter Ras the aspect ratio increases to compensate for

the greater demand for horizontal routing the increase in tracks per tile with aspect ratio is consid-

231
221
211
20+

Aspect Ratio =

AverageTracks
perTile
17+

161
15[
14[
13

1 1 1 1

1 2 3 4
HorizontalChannelCapacity/ Vertical ChannelCapacity(R;)

Figure 10: Area-Efficiency of Rectangular FPGAs with Full-Rrimeter Pins.
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erably less pronounced. In this case, an FPGA with an aspect ratio of 3 requires only 4% more
track sgments than a square FPGA. Thus we conclude that, as long as the horizontalieald v
channel widths are appropriately balanced, the chip aspect ratios can be increased with little

impact on the core area, and so I/O counts can be increased.

161
15.5- L

15¢ e
AverageTracks .

erTile e
P 14.5¢ .

14L - Ry, = Best \dlue

135 =
! ! !

1 2 3
AspectRatio

Figure 11: Routing Resouce Requirements vs. FPGA Aspect Ratio.

The \ariation of core routing area with aspect ratio is similar for FPGAs that use the
top/bottom logic block pin positioning. In this case an FPGA with an aspect ratio of 3 requires
only 5% more tracks per tile than a square FPG@A.APGASs of this type, heever, it is not nec-
essary to increaseyRis the aspect ratio increases; doing seiges only a mainal area-di-
cieng improvement. This is because the best square FPGA with top/bottom pins has horizontal
channels which are twice as wide &stical channels; the thiek horizontal channels are better

able to cope with the increased pressure for horizontal tracks as aspect ratio increases.

4.3 Number of Physical Locations br Each Logic Block Pin

Since the demand for routing tracks is so dependent on the location of the logic block pins,
we conducted a study to determine the number of logic block sides on which each pin should
appearWe call an input or output to a logic blockagical pin; in the 4-LUT based logic blocks
we are using there are 4 logical inputs and one logical output. Each logical pin has one or more
associategbhysical pins; for «éample, if input 1 is accessible from both the left and right sides of

the logic block it has tavphysical pins. Bravn looked at this issue in [21]uib he did not consider
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configurations where inputs and outputs hatedifg numbers of pfsical pins, and the global
router used in that study did not neakse of thedct that the inputs to a LUT are logically egui
alent.

Let T; and T, be the number of pisical pins for each logical input and output pin, respec-
tively. We will determine the bestalues of T and T, by estimating the relatt number of
switches per logic block to whiclaxious choices of theiralues lead. In order to estimate switch
counts, we must assume a detailed routing architecture for the FP&®ilMdssume that the
number of tracks to which eachyscal pin connects, fis equal to the number of tracks in a
channel, WAs well, assume that the number of tracgnsents to which each trackgseent can
connect, g is 3. Thesealues are in line with those in popular FPGAs [2].via&1d21] found that
such an FPGA could be detail routed using only 7% more tracksyevage, than the global
router required. Hence, the number of tracks required by the detailed router is proportional to the
number required by the global roytand we can use the track count from the global router to
make comparisons between tharus Tand .

With these assumptions, we can write the foitm proportionality relation for the number
of switches per logic block, ]Nin an FPGA with no directional bias in its routing

N O(AT, + T )F.+2WF, = (4T, + T+ 6)W (13)
where W is the number of tracks per channel required by the global endehe second relation
has made use of thadt that £ = W and k= 3.

Table 2 shars hav Ng varies with T and T, W in the table is thevarage wer our 26

benchmark circuits. Ouralues for N in Table 2 are really aeer bound, since the Waiue is

taken from the global router
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Table 2: Routing Switches per Logic Blockdr an Unbiased FPGA.

T; To W Ng
1 1 6.7 74
1 2 6.3 76
1 4 6.2 87
2 2 5.8 93
4 4 5.6 146

The most area-Bfient FPGA has one phical pin for each logical pin; i.e; ¥ T, = 1.
Note that there may be benefits tawing more than one piical pin per logical pin when:Fks
less than Wfor example, T= T, = 2 and k= W/2 might be a good choice. Wever, this ques-
tion is bgond the scope of this study

In the case of an directionally-biased FPGA, we must generalize (13) to account &ot the f
that the horizontal andevtical channels e different widths, which we denote as,\dhd W,
respectrely. A potential switch block for a directionally-biased FPGA (with=R) is illustrated
in Figure 12.

{ l —— Track sgment
N N e Switch

Figure 12: Switch Block or a Directionally-Biased FPGA with Fg= 3

The number of switches per logic block when this switch block is Le@ek\as
NgO (4T, h+ Ty )Fcn (4T, v+ Ty WFc v+ W+ (2Fs—-1)W,, (14)
where Ty, (T;,) refers to the number of logic block sides bordering on a horizoresica)
channel on which each input pin appeags, dnd T, , are similarly defined for the output pin. By
using the &ct that W = W /R;,, setting k ;,and F , to W, and W, respectrely, and setting £o

3, we obtain
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AT, +T. +5
NSD%lTi,h+To,h+1+ v RhO'V %\Nh (15)

Table 3 summarizes twothe number of switches per logic blockries with the &rious T
parameters for the best directionally-biased FPGA found in Section 4.1, which hds R

Table 3: Routing Switches per Logic Blockdr a Directionally-Biased FPGA with R, = 2.

Tih Tiv Toh Toyv Wh N
1 0 1 0 8.8 75
1 0 2 0 8.6 82
1 0 2 2 8.4 88
2 0 2 0 7.9 107
2 2 2 2 7.4 137

Again the best architecture has ong/gbal pin for each logical pin. Clearlysing one

physical pin for each logical pin in the studies of Sections 4.1 andak2he correct choice.

5 Experimental Results br FPGAs With Non-Uniform Routing

The second ¢y issue we eplore concerns the arediefency obtained when the channels
in different rgions of an FPGA hee different capacities. Wonly irvestigate FPGAs which use
the full-perimeter pin positioning, as the results of theiptes section sheed that this pin posi-
tioning is best.

We define a non-uniform routing architecture to be one in which the number of tracks per
channel changes from channel to channel across an FRBA&dmMple, Figure 13 illustrates a
non-uniform FPGA in which the channels at the chip center are wider than those near the periph-
ery. If congested mgons of a circuit can be localized and placed in the portions of the FPGA with
the widest channels, a non-uniform FPGA couldehizetter area €iency than a uniform FPGA.

We will investigate three types of non-uniform FPGAs in which vaeythe center/edge channel

capacity ratio, the width of only the center channel, and the I/O channel capspsctiely.

5.1 Center/Edge Capacity Ratio

There is a widespread belief that most congestion occurs in the center of FPGAs, and hence
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Weenter= 4

-

—— Weqge=2
Figure 13: An FPGA with a Non-Unibrm Routing Ar chitecture (R, = 2, R, = 0.5)

having wider channels near the FPGA center and nemrahannels near the edgesxpeacted to
improve area-diciengy. To keep the layout problem tractable, we restrict oueseto FPGAs
which use channels of only ondifferent widths, such as the FPGA in Figure 18.&&n describe
global routing architectures of this form withdywarameters. Let,Rbe the ratio of the widths of
the channels near the center of the FPGA to the widths of the channels near the FPGA edges, i.e.
Weenter! Wedge Let R be the ratio of the number of channels with width\4,to the total num-
ber of channels. Wh this notation, the FPGA of Figure 13 is described asgeR,, = 2 and R=
0.5.

Using the flov of Section 2, we aan mapped 26 benchmark circuits inteesal architec-
tures to determine their aredieieng. We examined FPGAs with R equal to 0.75, 1.18, 1.33,
and 2, and with Rvalues warying from O to 1. The relae efectiveness of FPGAs with R=
1.33 and R, = 2 is summarized in Figure 14. Note that the points at whiggRals O or 1 corre-
spond to a uniform FPGA.

The results she that the less uniform the channel widths, tlerse the FPGA areafef
cieng. The worst area-diciency with R, = 2 occurs when Rs 0.5, meaning that half the FPGA
channels are twice as wide as the other halfat, fonly tvo non-uniform FPGAs sho even
maiginal area-diciency improvements wer a uniform case. Both these FPGAs am®y/ close in
architecture to a uniform FPGA. In one, the 10% of channels nearest the center are 33% wider
than the other channels, while in the other the 90% of channels closest to the center are 33% wider

than the channels nearest the edges. The reduction in tracks peerti'eumiform FPGA is less

23



14.8

T

T

14.6

14.4

T

T

AverageTracks
perTile 14L

13.8

T

13.6

T

13.4¢

L L L L
0 0.2 0.4 0.6 0.8 1
Numberof Channelswvith Width W / Total Numberof ChannelqR.)

Figure 14: Routing Resouces Requied vs. Routing Resouse Distribution.
than 1% for both of these FPGAS, so the improent is not stitient to justify the rtra layout

effort required.

These results are significant because there is a common belief amongst FPGA architects
that there wuld be significant benefit to these kinds of non-uniform architectures. The fundamen-
tal reason that tlyedo not shar ary benefit is that there is not much more congestion in the center
of an FPGA than there is near its edges. In order to determine the “natural” routing demand distri-
bution of circuits, we placed and routed the 26 benchmark circuits with all congeatidarece
features disabled, so that placement minimized wirelength and the router connected each net by
the shortest path. Figure 15 plots the maximum &achge number of tracks required by the hor-
izontal channels as a function of the channel position within the FP&faged ver the 26
benchmark circuits. Notice that the demand for routing tracks isvediationstant wer the mid-
dle 90% of the FPGA, and there is only a moderate decrease as onergeti®se to the chip
edges. Figure 16 plots theesage and maximum tracks required per chanersius channel posi-
tion for three representaé benchmark circuits. There is some high-frequerariation from
channel to channel, since the router is, in this case, not makirefaimn to route nets around con-
gestion. Neertheless, it is clear that these circuits closely mirror thevioehaf the werall aver-
age of Figure 15.

Figure 17 preides another perspeati on this issue. It sias the placement and global
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Figure 15: Arerage wer Benchmarks of Horizontal Track Demand vs. Psition.
routing (using the usual congestionvemn tools agin) of a benchmark circuit on a uniform

FPGA. Notice that while there is sowigat greater congestion in the middle of the FPGA than in
areas ery close to the pads, the trend is netyvstrong. As well, there are numerous local con-
gestion “hotspots” where smallgiens hae filled all the gailable channels, and some of these
“hotspots” occur quite close to the FPGA edge. Consequénttyder for an FPGA with thiek
channels near its center to useide routing resources, the placement safevmust mee all of

these hotspots into the FPGA centis discussed in Section 3.1, we spent considerable time
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Figure 16: Horizontal Channel Tfack Demand vs. Channel Bsition for Thr ee Circuits.
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investicating placement cost functions that modelled congestion well. The maaacadly and
computationally gpensve, cost functions, lweever, improved the performance of the uniform
FPGA more than thedid the non-uniform FPGA. It is morefeétive to hae CAD tools attempt

to spread out congestion as much as possible, rather than trying to localize it to a designated por-

tion of a chip.

1] [ J

|

& ;=:4t!,
=G TE Pt bl o b

I DD DD DD ODm D om0 oW
Figure 17: Global Routing of Benchmark Circuit e64.

5.2 Single Center Channel

One major FPGA endor in an efort to improve routability has made one channel in the
center of the FPGA in each directioxtra wide (called “inteiquad routing” by A & T) [6]. Fig-
ure 18 depicts anxample FPGA of this type. ¥/define R, to be the ratio of the width of these
center channels to the width of the other channels. Figure 19 is a plat&s/ile Required er-
sus R, for this type of FPGA.

The data shws that the most routable FPGA is one without xnaewide channels in the
middle -- i.e. R, = 1. There is a sharp dip in the number of tracks/tile requireg, & R indicat-

ing an FPGA with routability almost as good as one with=RL. This dip occurs at the first point
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Figure 18: An FPGA with an Extra-Wide Center Channel.

Q

at which the linear congestion cost function considers the cost of routing through claarmels

to connect tw adjacent blocks to kia the same cost as connecting twocks separated by one
intervening block through thexera wide channel. Consequentiige placer is able to malbetter

use of the @ra-wide channel at this point. Note that, as with the non-uniform FPGAs of Figure
14, the best results are obtained by spreaditrg eouting resourcesver the entire FPGA rather

than by adding them to only onegien.

5.3 1/0O Channel
We refer to the channel that runs between the 1/0 pads and the logic array as the I/O chan-
nel; Figure 20 depicts its location. Maimm the FPGA community bele that when a circug’l/O

locations are figd by board-leel constraints, there is considerabté@ pressure on the I/O chan-
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Figure 19: Effectveness of an Extra-Vile Center Channel.
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nel and it should therefore be quite wide. &ttf a major FPGA endor has added routing
resources to this 1/0O-channel, at least partially to ensure tleat fi©© pad placement does not
impact routability and speed [7]. Therefore, weesticated the best width of the I/0 channel both
when the 1/O locations of a circuit can be chosen by the placemenasaftand when tlyeare
locked in a specific configuration.

We investicgated FPGASs in which all channels within the logic block array had the same
width, Wiggic, and the I/O channel had afdifent width, VWo. We describe such FPGAs via a sin-
gle parameterR,,, which is defined to be W / Wiagic. Figure 21 is a plot of thevarage
tracks/tile required for the 26 benchmarks circuéssus R,. The solid line in Figure 21 siws
the trend when the I/O locations are chosen by the placement tool, while the dashed line is found
when the 1/O pads are “&xl” in a random location, to model théeet of poor (from the FPGA
point of viav) board-leel pin constraints.

There are seeral features of interest in Figure 21. First notice that fixing the I/O locations
increases the number of routing tracks required by 12%emage. Architects must takhis into
account when designing FPGAs. Secontlig cure where the 1/0O locations are chosen by the
placement tool has its minimuralue when R = 1, a@in sheving that it is best to spread routing
resources \&nly across the chip. Fixing the 1/0O pins shifts the minimum in the tracks per tile
curwve slightly so that it n@ occurs when 3 = 1.25.

In order to determine mothe “natural” demand for tracks is altered when the 1/O locations
of a circuit are fird in a poor configuration, we repreated the congestiontali placement and

routing experiments described in Section 5.1 with the I/O locatioresifin a random configura-

O0O0O000 0O
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Figure 20: I/O Channel Location
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tion. Figure 22 plots the maximum angeeage number of tracks required by the horizontal chan-

nels as a function of the channel position within the FPGAraged wer the 26 benchmark
circuits. Comparing with the corresponding aiobtained with meable 1/0Os (Figure 15), one
sees that the cueg hae shifted up by approximately half a track, and that the driojm efack
demand near the chip edges is significantly less pronounced. FigurenZ&3teiothe “natural”
track demand of three typical circuitary with channel position. By comparing with Figure 16,
one sees that the cenfor alu4 has changed little, while the sbc and C6388esun&e each

shifted up by about a track and shsignificantly more demand for routing tracks near the chip
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Figure 22: Horizontal Track Demand when 1/O Locations ae Fixed.
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edges than tlyedid when the 1/0Os were naable. This is due to the &ifent 10 to logic ratios of

these three circuits. Alu4 hasry few 1/Os; it uses only 7% of the 1/0 padsdable in the FPGA

to which it is mapped. C6388 and sbc, on the other hand, densiderably more 1/0O, and use

35% and 61% of the I/O locationgadlable to them, respeeély. As one wuld expect, then, fix-

ing 1/O locations has little &fct on circuits with fev 1/0Os. On the other hand, circuits withdar

I/O requirements shw an increase in routing track demand across the entire FPGA, with the

greatest increase near the chip edges.

Figure 24 shas the routing (with all the router'congestion\aidance features enabled

again) of the benchmark circuit e64 on a uniform FPGA when its I/O locations ade Gompar-

ing with Figure 17 one sees that 8 tracks per channel areetired instead of 6, and that there

has been some increase in the routing density near the chip edges teltte routing density

near the centeOwerall the amount of congestion &y uniform across the entire chip.

In summarywhile fixing the 1/0O pins leads to a significant increase in the number of tracks

required to route a circuit, this increase is, for the most part, spveathe FPGA and not con-

fined to the channels connecting to the 10 pads. Consequendyshould not makwery wide

channels adjoining the pads in order to inwerooutability with pin constraints, although a small

increase in the 1/0 channel capacity is a net benefit.
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6 Conclusions

The most interesting (and wpected) conclusion of thisak is that the most areafiefent
global routing structure is one with completely uniform channel capacities, across the entire chip
and in both horizontal ancertical directions. The basic reason is that most FPGA circuits “natu-
rally” tend to hae routing demands which areemly spread across an FPGA, so/thep best to
a uniform routing architecture. The only (slighkception we found to this “uniform is better”
rule occurred when the 1/O locations of circuits werediky board-leel constraints. In this case
making the 1/0 channel 25% wider than the other chanredsawet benefit.

Of almost equal note is thadt that the areafefiency is decreased only slightly by man
non-uniform or direction-biased architectures,vyted the pin placement on the logic blocks is
well-matched to the channel capacity disitibn. This means that if such architectures are desir-
able for other reasons the impact on core area dqgaeclude their use.df example, one reason
for widening the center channel is to re-use»astiag tile layout in a lager FPGA (which needs

more routing), and hencev&wvendor layout dbrt.
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More specifically of the FPGA architectures studied, a full-perimeter pin position FPGA
with no directional routing bias and uniform channel widths is most afieseef. Emplying a
logic block with the top/bottom pin position requires approximately 8% more routing resources
than full-perimeter FPGAS, and the most ardieht top/bottom FPGA has twice as npdrori-
zontal routing tracks asertical ones. W also found that one can construct rectangular FPGAs
which are only slightly less dense than square FPGAsda® one adjusts the gieee of direc-
tional bias in the routing resources to best match the chip aspect ratio.

Our e&perimental results in this paper weralered with the linear congestion cost func-
tion in the placement tool because we felt the non-linear cost funcéierios slw to be com-
mercially viable. Havever, it is interesting to note that while the non-linear function imgdathe
routability of circuits for all FPGA architectures, it impeal routability the most for uniform
routing architectures. Apparently it is easier foraubhed CAD tools to spread out congested
regions than it is to localize them to designated portions of a chip tlat dira routing
resources. Consequentlye epect that future acincements in CAD tools will tend to slightly

increase the adwntages of uniform routing architecturegotheir non-uniform counterparts.

7 References

[1] S.D. Bravn, R. J. Francis, J. Rose, and Z. G. Vrands@d-Programmable Gate Arrays,
Kluwer Academic Publishers, 1992.

[2] Xilinx Inc., The Programmable Logic Data Book, 1994.
[3] AT & T Inc., ORCA Datasheet, 1994.

[4] Actel Inc.,FPGA Data Book and Design Guide, 1994.
[5] Altera Inc.,Data Book, 1993

[6] B. K. Britton, Y. T. Oh, W Oswald, H. T Nguyen, S. Singh, C. Lee,.\lleung, C. Spiak, J.
Stavard and C. TChen, “Second Generation ORCA Architecture UtilizinguOPsocess
Enhances the Speed and Usable Gate Capacity of FPG&ZE Int. ASC Conf. and
Exhibit, Sept. 1994, pp. 474-478.

[7] D. Tavana, WYee, S. ¥ung, and B. &wcett, “Logic Block and Routing Considerations for
a Nev SRAM-Based FPGA ArchitectuteCICC, 1995, pp. 24.6.1 - 24.6.4.

[8] S. Yang, “Logic Synthesis and Optimization Benchmarkssin 3.0Tech. Report, Micro-
electronics Centre of North Carolina, 1991.

[9] E. M. Sentwich et al, “SIS: A System for Sequential Circuit Analysikech. Report No.
UCB/ERL M92/41, University of California, Ber&ley, 1992.

32



[10] J. Cong and YDing, “FlovMap: An Optimal Echnology Mapping Algorithm for Delay
Optimization in Lookup-@ble Based FPGA DesighslEEE Trans. Computer-Aided
Design, Jan. 1994, pp. 1-12.

[11] S. Kirkpatrick, C. D. Gelatt, Jrand M. PVecchi, “Optimization by Simulated Annealiihg,
Science, May 13, 1983, pp. 671 - 680.

[12] J. Lam and J. Delosme, “Performance of a New Annealing Schedd®|"Design Auto-
mation Conference, 1988, pp. 306 - 311

[13] W. Swartz and C. Sechen, “MeAlgorithms for the Placement and Routing of Macro
Cells”, ICCAD, 1990, pp. 336 - 339.

[14] C. E. Cheng, “RISA: Accurate and fiefent Placement Routability ModelirigiCCAD,
1994, pp. 690 - 695.

[15] C. Ebeling, L. McMurchie, S. A. Hauck and S. Burns, “Placement and Routivlg for
the Triptych FPGA, IEEE Trans. on VLS, Dec. 1995, pp. 473 - 482.

[16] C. Y. Lee, ‘An Algorithm for Rath Connections and its Applicatich8RE Trans. Electron.
Comput., Vol. EC-10, 1961, pp. 346 - 365.

[17] J. S. Rose, WM. Snelgree, Z. G. Vranesic, ALTOR: An Automatic Standard Cell Layout
Prograni, Canadian Conf. on VLS, 1985, pp. 169-173.

[18] A. E. Dunlop and B. \WKernighan, A Procedure for Placement of Standard-Cell VLSI Cir-
cuits; IEEE Trans. Computer-Aided Design, Jan. 1985, pp. 92 - 98.

[19] J. Rose, “Brallel Global Routing for Standard CéllIS-EE Trans. on CAD, Oct. 1990, pp.
1085 - 1095.

[20] R. J. Francis, J. Rose, K. Chung, “Chortle: écfinology Mapping Program for Lookup
Table-Based Field Programmable Gate ArfaydCM Design Automation Conference,
1990, pp. 613-619.

[21] S. D. Bravn, “Routing Algorithms and Architectures for Field-Programmable Gate
Arrays; PhD Dissertation, Unersity of Toronto, 1992.

33



Appendix A

Table 4: Benchmark Circuit Statistics.

Circuit Nets 4 LUTs Flip Flops Inputs Outputs
alu4 1536 1522 0 14 8
ape2 1916 1878 0 38 3
ape4 1271 1262 0 9 19
bbrtas 418 406 7 5 2
C6388 559 527 0 32 32
cordic 489 466 0 23 2
cps 781 757 0 24 109
daio-rec 408 311 81 16 46
dalu 575 500 0 75 16
diffeq 1935 1494 377 64 39
eb4 339 274 0 65 65
ecc 451 330 109 12 14
ex4p 529 445 0 84 28
ex5p 1072 1064 0 8 63
k2 564 519 0 45 45
misex3 1411 1397 0 14 14
mm30a 591 467 90 34 30
parker 871 660 161 50 9
51423 313 221 74 18 5
s1488 311 296 6 9 19
s5378 772 576 160 36 49
s9234.1 625 461 135 29 39
sbc 452 384 27 41 56
scf 453 418 7 28 56
seq 1791 1750 0 41 35
table3 494 480 0 14 14
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