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Motivation

• A region consists of a few closely-located data centers

• Contains ~1 million machines!

• Need a scalable, fault tolerant resource allocator for 
running jobs efficiently on all the machines in a region 
(across data centers)
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We Looked at Mesos
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Problem 1: Single Mesos master will not scale well

Why Would Mesos Not Work Well?
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What about This Approach?
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How Does Mesos Handle Failures?

Problem 2: Pushes node failure handling to framework,
                     not ideal …
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Million Node Resource Management

• Scaling resource management is a clearly a challenge

• But there are many other issues

• Hardware failures

• Nodes may fail, multiple racks may fail due to power failures

• Maintenance operations

• Node hardware needs upgrades

• Node software, e.g., kernel, libraries, etc., need updates

• Software management

• Application software needs bug fixes, new software releases

• Custom kernel installations

• Job resizing, relocation

• Job tasks need to be added/removed, moved for data locality
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Twine Architecture In a Nutshell
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The next set of slides are a subset 
from the original Twine talk
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Discussion
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Q1

• Mesos uses a resource offer model to allocate 
containers for tasks. Twine requires app schedulers to 
specify the number of tasks and machines. Why the 
difference?
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Q2

• Mesos is a two-level scheduler (Master, Frameworks). 
Why does Twine call itself a three-level scheduler?
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Q3

• What could be a drawback of assigning tasks to a logical 
cluster (entitlement) instead of a physical cluster? How 
does Twine address this drawback?
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Q4

• Twine uses 
sharding instead 
of federation to 
scale resource 
allocation across 
data centers. 
What are the 
tradeoffs?
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