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Abstract

Operating System Support for Low-Latency Streaming

Ashvin Goel

Supervising Professor: Jonathan Walpole

Streaming applications such as voice-over-IP and soft modems running on commodity oper-

ating systems (OSs) are becoming common today. These applications are characterized by tight

timing constraints that must be satisfied for correct operation. For example, voice-over-IP sys-

tems have one-way delay requirements of 150-200 ms where only a third of that time can be

spent in the operating system and in the application layers. Similarly, soft modems require pe-

riodic execution with low jitter every 12.5 ms from the operating system. To satisfy the timing

requirements of these low-latency streaming applications, the operating system (OS) must allow

fine-grained scheduling so that applications can be scheduled at precisely the time they require

execution. Unfortunately, the metric traditionally used to evaluate current general-purpose OSs

focuses on application throughput rather than latency. Consequently, current operating systems

use mechanisms such as coarse-grained timers and schedulers, and large packets to amortize op-

erating system “overhead” over long periods of application-level work. This approach has the

effect of improving throughput at the expense of latency. Similarly, current OSs have large non-

preemptible sections and use large kernel buffers to improve CPU throughput. All of these mech-

anisms result in increased latency in the kernel, which conflicts with the timing requirements of

low-latency applications because it reduces control over the precise times at which applications

can be scheduled.

xiv



This dissertation shows that general-purpose OSs can be designed to support low-latency ap-

plications without significantly affecting the performance of traditional throughput-oriented ap-

plications. We identify and experimentally evaluate the major sources of latency in current OSs

and show that these latencies have three main causes: timing mechanisms, non-preemptible kernel

sections and output buffering. We propose three techniques, firm timers, fine-grained kernel pre-

emptibility, and adaptive send-buffer tuning for reducing each of these sources of latency. The firm

timers mechanism provides accurate timing with low overhead. We use fine-grained kernel pre-

emptibility to obtain a responsive kernel. Adaptive send-buffer tuning helps to minimize buffering

delay in the kernel for TCP-based streaming applications. These techniques have been integrated

in our extended version of the Linux kernel, which we call Time-Sensitive Linux (TSL). Our eval-

uation shows that TSL can be used by streaming applications with much tighter timing constraints

than standard Linux can support, and that it does not significantly degrade the performance of

throughput-oriented applications.

Low kernel latency in TSL enables fine-grained, feedback-based scheduling for supporting

the needs of low-latency applications. Traditionally, real-time scheduling mechanisms have been

used to provide predictable scheduling latency. However, these mechanisms are difficult to use

in general-purpose OSs because they require precise specification of application requirements in

terms of low-level resources. Such a specification may not be statically available in this environ-

ment. Hence, this thesis presents the design, implementation and evaluation of a novel feedback-

based real-rate scheduler that automatically infers application requirements and thus makes it eas-

ier to use real-time scheduling mechanisms on general-purpose OSs. To be effective, feedback

scheduling requires fine-grained resource monitoring and actuation. TSL, unlike conventional

OSs, supports both these requirements because it provides precise timing control. Such control

has enabled us to implement time-sensitive applications such as gscope, a software oscillo-

scope, and TCPivo, a software network traffic generator.
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Chapter 1

Introduction

In the last decade, CPU speeds have increased tremendously leading to an abundance of processing

power on desktop computers. Consequently, today it is hard to saturate commodity processors with

a common mix of desktop applications like word processing, web browsing, email, on-line radio,

video streaming, etc. These processors have become fast enough to process applications that were

normally reserved for dedicated hardware. For example, desktop CPUs can be used to run a soft

modem application, where the main processor executes modem functions that have traditionally

been performed in modem hardware. Similarly, multimedia applications such as video streaming

and conferencing do not require dedicated hardware anymore. Another application enabled by

today’s fast processors is a software network-traffic generator. A typical traffic generator such as

the IXIA [52] is implemented in hardware and can generate and replay packet traffic with precise

timing. Today, it is possible to implement such a generator in software. The characteristic feature

of these applications is that they are driven by real-world events and have tight timing constraints

that must be satisfied for correct operation. For example, with live video streaming, frames need

to be captured periodically (every 33.3 ms for a 30 frames per second video), transmitted across

the network and displayed every 33.3 ms with a jitter of less than 2-3 ms or else video quality is

impaired.

Although modern commodity hardware is ready, current general-purpose operating systems

(OSs) don’t provide good support for applications with tight timing guarantees because they focus

on traditional throughput-oriented applications. To improve application throughput, OSs manage

resources at a coarse granularity and amortize system overhead over long periods of application-

level work. For example, they use a coarse scheduling quantum to reduce context-switch overhead

and transfer data in large packets or disk blocks to reduce interrupt overhead. This approach

1
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improves throughput but at the expense of timing guarantees to applications. We believe that

the traditional goal of optimizing system and application throughput by squeezing every cycle at

the expense of all others metrics, such as timing guarantees, has diminishing returns given the

abundant processing power available today.

In this thesis, we address the need to integrate fine-grained timing behavior in general purpose

OSs with the goal of supporting time-sensitive applications on commodity processors. This ap-

proach has several benefits including cost and flexibility. For example, a hardware-based network-

traffic generator can be replaced by a software traffic generator which helps reduce costs. The

flexibility advantages come from a software versus a hardware implementation. For example,

enhancements such as additional diagnostics capability or bug fixes in the traffic generator imple-

mentation can be performed more easily in software compared to in hardware.

The choice of a commodity general-purpose OS instead of a dedicated system for time-

sensitive applications has several additional benefits. Commodity OSs are available inexpensively

and thus supporting these applications on them is a cheaper alternative than building a new OS

or end-host hardware such as a video conferencing box that is exclusively designed for such ap-

plications. In terms of software engineering, commodity OSs are considered easier to maintain

than dedicated systems due to their large user and developer base. In addition, the writing and

maintaining software for a well-known commodity OS API has a shorter learning curve. In par-

ticular, this approach allows integrating time-sensitive applications with traditional applications

since both types of applications use the same API.

This thesis aims to support time-sensitive as well as throughput-oriented applications on a

general-purpose OS and provide good performance to both classes of applications. Today, users

are accustomed to traditional applications, such as FTP and web access, on their desktop. The

novelty of our approach is to enable time-sensitive applications, such as video conferencing, video

surveillance and network-traffic generators, on the general-purpose desktop computer.

Another goal of this thesis is to explore easy-to-use programming models for time-sensitive

applications. Current general-purpose OSs provide a simple virtual machine API to applications

where each application executes on the virtual machine assuming no other applications are present.

Although this API is easy to use, it provides applications with little control over when and how

often they will be executing.
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For time-sensitive applications, an API that allows these applications to express their tem-

poral constraints to the OS is needed. The real-time community has studied this problem ex-

tensively [67, 75, 101] and thus real-time systems provide such APIs and the OS provides fine-

grained execution control. We borrow some ideas from real-time systems to provide timing control

in general-purpose OSs. The main problem with real-time APIs is that they require precise and

low-level specification of an application’s timing requirements in terms of resources such as CPU

capacity. In a general purpose environment, obtaining such a specification is non-trivial because

an application’s resource needs depend on the mix of other applications running on the system

and, in addition, can be data and processor dependent. In this thesis, we present the design, imple-

mentation and evaluation of a novel adaptive scheduler that uses feedback-control to automatically

infer application requirements and thus makes it easier to use real-time scheduling mechanisms

on general-purpose OSs for time-sensitive applications. To be effective, this feedback approach

requires fine-grained resource monitoring and actuation. Interestingly, these requirements make

the feedback scheduler itself a time-sensitive application.1 Hence, the requirements it imposes on

the OS are similar to the requirements of other time-sensitive applications. We discuss this issue

further in Section 1.2.2.4.

In the next section, we describe the requirements that time-sensitive applications impose on

OSs and explain how current OSs do not adequately satisfy these requirements. Then, Section 1.2

describes our approach for meeting these requirements on general-purpose OSs. The contributions

of this dissertation are presented in Section 1.3.

1.1 Low-Latency Application Requirements

Time-sensitive applications are driven by real-world input events such as wall-clock time or packet

arrivals. Each event is intercepted by the kernel and delivered to the application. The application

processes the event and generates an output response which is sent to the kernel. The kernel deliv-

ers this response to the external world. Figure 1.1 shows the sequence of these events. We define

the latency from the arrival of an input event to when the application receives this event as input

latency. Similarly, we define the latency from when the application finishes processing an event

1Here we refer to the scheduler as an application even though it may be implemented in the OS.
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Figure 1.1: Input and output latency.

to its delivery to the external world as output latency. Both input and output latency are delays

incurred in the kernel during the processing of an event. From now we refer to time-sensitive

applications as low-latency applications because they require low input and output latency from

the OS, which reduces the end-to-end latency from the arrival of an event to the delivery of its

response. The following paragraphs explain these requirements with three illustrative examples

of low-latency applications, a network traffic generator, a soft modem and a video conferencing

application.

1.1.1 Network Traffic Generator

A network traffic generator helps to emulate network load and can be used to evaluate the design

of network devices such as routers, switches and firewalls. For example, one could implement a

network device using a network processor such as the IXP network processor [57] and evaluate it

using a packet generator. One method for implementing a packet generator is to use a trace-driven

approach, where a trace is collected and stored to disk using a tool such as tcpdump and then

later replayed against the target device. When driven by a representative library of traces, such an

approach is fast, reproducible and highly accurate in generating the modulation of packets as they

pass through numerous hops in a network.
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A trace-driven packet generator needs a high-performance packet replay engine (in addition

to a packet collection engine). The replay engine must be able to replay packet traces with high

performance and with high accuracy. For example, packet send events must be triggered with

precise timing, which requires an accurate, low-overhead timing mechanism. In addition, the

replay engine must be scheduled immediately when packets need to be sent. Finally, packets need

to be sent out to the network with low output latency so that the original packet timing can be

preserved.

1.1.2 Soft Modems

Soft modems use the main processor to execute modem functions that are traditionally performed

by hardware on the modem card. Their cycle time for processing needs (i.e., the inter-arrival time

between input events) must lie between 3 to 16 ms to avoid impairing modem audio and other

multimedia audio applications [23]. Consequently, soft modems require low input latency so that

they can be scheduled periodically with low jitter after the arrival of timer events. In addition, they

need a minimum amount of CPU capacity within each cycle time. For example, Jones reports that

soft modems require at least 14.7% CPU allocation on a 600 MHz Intel x86 processor [60].

Unfortunately, current commodity OSs have large input and output latency. For example,

Linux, by default, provides 10 ms granularity timing. Hence, a soft modem can experience as

much as 10 ms input latency after a wall-clock expiration event. This timing resolution is insuf-

ficient for a soft modem application, which needs to be run periodically with a precise period.

Hence, a more precise timing mechanism is needed.

Jones [60] reports that soft modem hardware vendors implement modem processing in high-

priority kernel interrupt service routines (ISRs) because an application-level implementation is

not guaranteed the correct CPU capacity every cycle time and thus occasionally gets starved on

a standard Windows 2000 OS. This starvation occurs when other resource hungry applications

such as Internet Explorer are starting or when certain device drivers such as the IDE driver copy

data in long non-preemptible sections. Unfortunately, the ISR implementation can starve other

low-latency applications such as audio processing since ISRs run in non-preemptible sections.

An application-level modem implementation alleviates this problem but requires a kernel that has

an accurate timing mechanism, provides fine-grained preemptibility, and has better support for
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Figure 1.2: An example of a low-latency video streaming application.

real-time scheduling algorithms such as a proportion-period scheduler.

1.1.3 Video Conferencing

Figure 1.2 shows the architecture of a video conferencing application. In this application, data

arrives from the camera to the sender application, which then processes the data and then forwards

it to the receiver. The receiver application does further processing and forwards the data to the

display. Conferencing is a symmetric two-way process and thus the reverse path has the same

architecture.

The end-to-end or camera-to-display delay requirements for this application are tight. The

International Telecommunications Union G.114 document recommends 200 ms as the upper limit

for one-way end-to-end delay for most interactive applications [51] of which about 100 ms is allo-

cated for propagation delay. This delay is unavoidable when transmitting data over long distances

such as from the West coast to the East coast of the US. Hence, the application and the OS have

a budget of less than 100 ms for operations such as packet capture, encoding/decoding and jitter

buffering. Of this delay, we assume that 60 ms are spent at the application level, 30 ms at the
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sender and 30 ms at the receiver for encoding and decoding video data.2 Then the total input and

output latency in the OSs at the sender and the receiver must be less than 40 ms to avoid impairing

the performance of interactive conferencing.

Video conferencing needs low input latency so that the application can either respond quickly

after the arrival of camera data (on the sender side) or of packet data (on the receiver side). It

requires low output latency so that data written by the application is either quickly transmitted to

the network (on the sender side) or displayed in time (on the receiver side).

Unfortunately, current OSs, have high input latency. For example, our evaluation of standard

Linux shows that it can have non-preemptible sections that are as long as 20-100 ms under heavy

system load [2]. Under these conditions, low-latency applications don’t get execution control in

time, and the OS is unable to satisfy the 40 ms video conferencing delay requirement in the OSs

at both the sender and the receiver sides. Later in this thesis, we show that the kernel needs to be

more responsive to satisfy this requirement.

In addition to high input latency, current OSs can have high output latency. To demonstrate this

behavior, we evaluated output latency on the sender side OS when streaming over TCP, the most

common transport protocol on the Internet. Under heavy network load, output latency with TCP

can be as large as 1-2 seconds even when the round-trip time is less than 100 ms [39]. The 200 ms

end-to-end latency requirements of video conferencing cannot be met under these conditions. Our

evaluation showed that most of the 1-2 second latency occurs as a result of send buffering in

sender kernel. This buffering should be reduced to meet the latency requirements of TCP-based

low-latency streaming applications such as video conferencing.

A third problem with commodity OSs for video conferencing is unpredictable CPU schedul-

ing. For example, applications may not be able to encode, process or decode data in a timely

manner since the OS does not make any scheduling guarantees. A real-time scheduler provides

such guarantees but requires timing information in terms of low-level resources such as CPU al-

location. This API is unsuitable in a general-purpose environment because the CPU requirements

can change over time. For example, the CPU requirements for decoding a variable bit-rate video

stream vary over time and thus cannot be easily specified statically. Given the timing requirements

2The inter-frame time in some common video standards is 33.3 ms. Our assumption of 30 ms for encoding and
decoding (out of the 33.3 ms) is conservative because it would be less on a fast processor.
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of low-latency applications, a method for automatically and dynamically deriving their resource

requirements is needed.

1.2 Our Approach

This section describes our approach for supporting low-latency applications on general-purpose

OSs. First, in section 1.2.1, we identify sources of input and output latency in an OS. We show that

the timing mechanism, non-preemptible kernel sections and scheduling are the main sources of

input latency. For applications that stream data using TCP, we show that the sender-side buffering

in TCP is the main source of output latency.

In Section 1.2.2, we describe our basic solution, which consists of techniques that help reduce

each of these sources of input and output latency. The design, implementation and evaluation of

these techniques is presented in more detail in later chapters. We have integrated these techniques

in the Linux OS, and we call the resulting system Time-Sensitive Linux (TSL). TSL is a general-

purpose OS designed for implementing, running and evaluating the performance of low-latency

applications. Several techniques in TSL are being incorporated in the standard Linux distribution

and hence we expect that in the near future these techniques will become part of a commodity OS.

In Section 1.2.2.4, we motivate the need for a feedback-based scheduler that automatically

infers the resource requirements of low-latency applications. Such a scheduler is itself a low-

latency application and hence can be supported well on TSL. Finally, Section 1.2.2.5 describes

a software oscilloscope that we have implemented that helps in visualizing and debugging the

behavior of low-latency applications.

1.2.1 Latencies in Operating Systems

The execution time-line of a low-latency application can be viewed as a sequence of real-world

input events that are delivered by the kernel to the application, which processes them to generate

responses. Figure 1.3 shows one such event and the actions or steps that occur in the system as a

result of this event until its response.

The real-world event can either be time-driven or data-driven as shown in the left of the figure.

Time-driven events are triggered by wall-clock time. An example of a system that uses time-driven
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events is a polling system such as a soft modem that periodically polls for data. Data-driven events

are triggered by the arrival of data, such as video data from a video capture card or the arrival of

network packets.

Time/Polling
Driven

Data/Interrupt
Driven

Application
Processing Starts

Application
Processing Ends

Timeline

Real World Event

Applications Actions

Real World Response

Interrupt Event
Interrupt Handler

Scheduler Invoked

Wall−Clock Event

Figure 1.3: Execution time-line of a low-latency application.

The role of the OS is to “deliver” the timing or the data input events to the application and to

“deliver” application generated output data to the external world. This delivery process consists of

several steps within the OS. These steps are shown in the second column of Figure 1.3. Both time-

or data-driven events eventually cause an interrupt. The OS handles this interrupt in the interrupt

handler. Next, the OS invokes a scheduler to execute some application. Eventually, the scheduler

chooses the low-latency application which then starts processing. When the application finishes

processing, it sends data to the OS where the data is buffered until the real-world response such as

data display or data transmission occurs.
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Each of these OS steps cause latency as shown in the second column in Figure 1.4. As defined

earlier, input latency is the time between the generation of the external event and the time when

the low-latency application is scheduled. Output latency is the time between when the application

generates output and the time when this output is delivered to the external world. Note that the OS

or the application (or both) usually buffer data to hide the effects of input and output latency, and

the higher these latencies, the larger the buffering needs. Note also that we use the terms input and

output from the application’s point of view.
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Figure 1.4: Execution time-line of a low-latency application.

As the figure shows, input latency is composed of three components: timer latency, preemption

latency and scheduling-policy latency (or scheduling latency). Output latency can have various

components such as preemption latency, file-system latency and network device latency. However,

in this thesis, we will focus on TCP-based network streaming, and in this case, the most significant
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component of output latency occurs due to a rate mismatch between the application’s data rate and

the rate at which network data transmission can occur. The output buffer accumulates data during

this latency and hence we call the resulting latency, output-buffer latency.

The third column of Figure 1.4 shows the causes of these latencies. Below, we describe the

components of input and output latency and their causes in more detail.

1.2.1.1 Timer Latency

Coarse-granularity timer resolution is the largest source of latency in commodity OSs such as

Linux [2]. For example, Linux by default provides 10 ms granularity timing to kernel and user-

level applications because kernel timers, which wake a sleeping application, are generally imple-

mented using a periodic timer interrupt. Hence, a thread that sleeps for an arbitrary amount of

time will experience as much as 10 ms latency if its expiration event is not on a timer-tick bound-

ary. This timing resolution is insufficient for implementing low-latency applications such as video

conferencing.

1.2.1.2 Preemption Latency

An accurate timing mechanism is necessary but not sufficient for reducing latency. For example,

even if a timer interrupt is generated by the hardware at the correct time, an application may still

run much later because the kernel is unable to interrupt its current activity, either because the

interrupt is disabled or because the kernel is in a non-preemptible section. Our evaluation shows

that preemption latency can be as large as 50-100 ms due to long execution paths in a general-

purpose OS such as Linux [2]. The size of non-preemptible sections in general-purpose OSs has

to be reduced to support low-latency applications.

1.2.1.3 Scheduling Latency

The scheduling policy used by a thread causes additional latency because a thread may not have

the highest priority and thus is not scheduled immediately even if accurate timers and preemptible

kernel features ensure that it enters the scheduler’s ready queue at the correct time. The scheduling

problem has been extensively studied by the real-time community. Real-time schedulers, such as

a proportion-period scheduler, can provide low and predictable scheduling latency when used
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appropriately but most such schedulers rely on strict assumptions such as the full preemptibility

of threads for correctness. A kernel with short non-preemptible sections and with an accurate

timing mechanism enables implementation of such CPU scheduling strategies because it makes

the assumptions more realistic and improves the accuracy of scheduling analysis.

1.2.1.4 Output-Buffer Latency

Output latency, in general, can be caused by some of the same factors as input latency. For exam-

ple, long non-preemptible kernel sections can increase output latency. However, in this thesis, we

only focus on output latency in network streaming applications that use TCP. With TCP, output-

buffer latency can be very large, in the order of seconds, even when the network round-trip time

is less than 100 ms [39]. Hence this latency masks the other components of end-to-end latency.

Output-buffer latency occurs because TCP uses a large output buffer that can accumulate large

amounts of data before the application is able to detect the problem and adapt its data rate. A larger

buffer improves throughput but increases latency also. For low-latency applications, it should be

possible to automatically tune the size of this buffer and hence trade throughput for lower latency.

1.2.2 Time-Sensitive Linux

This section introduces our solutions for supporting low-latency applications on general-purpose

OSs. We propose four specific techniques, firm timers, fine-grained kernel preemptibility, adaptive

send-buffer tuning and real-rate scheduling for reducing timer latency, preemption latency, output-

buffer latency and scheduling latency respectively, as described in the previous section. We have

integrated these techniques in the Linux kernel to implement Time-Sensitive Linux.

1.2.2.1 Firm Timers

Traditionally, general-purpose operating systems have implemented their timing mechanism with

a coarse-grained periodic timer interrupt. This approach has low overhead but the maximum timer

latency can be as large as the timer period. To reduce timer latency, firm timers use one-shot timers,

which can fire at precise wall-clock times. Thus we expect that firm timers have a resolution close

to hardware interrupt processing times.
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There are two main issues with using one-shot timers. First, they have to be reprogrammed at

each timer event. Second, they can cause an increase in the number of interrupts compared to a

coarse-grained periodic timer interrupt approach. While timer reprogramming was expensive on

traditional hardware, it has become inexpensive today. For example, one-shot timers in modern

x86 machines can be reprogrammed in a few cycles. Hence one-shot timers are much more viable

today.

The key overhead for the one-shot timing mechanism in firm timers lies in fielding interrupts,

which cause a context switch and cache pollution. To avoid this overhead, firm timers use soft

timers (originally proposed by Aron and Druschel [9]). Soft timers avoid interrupts by checking

for expired timers at strategic points in the kernel such as at system call, interrupt and exception

return paths. These checks are called soft timer checks. When system workloads cause frequent

soft timer checks, we expect the combination of cheap one-shot timer reprogramming and soft

timers to provide an accurate timing mechanism with low overhead. Chapter 2 presents the design,

implementation and evaluation of firm timers.

1.2.2.2 Fine-Grained Kernel Preemptibility

Long preemption latencies in general-purpose OSs are caused by long non-preemptible sections.

To support low-latency applications, the size of these non-preemptible sections must be reduced.

This problem can be addressed using various approaches. One approach that reduces preemption

latency is explicit insertion of preemption points at strategic points inside the kernel [87, 79]

so that a thread in the kernel explicitly yields the CPU to the scheduler after it has executed

for some period of time. In this way, the size of non-preemptible sections is reduced. Another

approach, used in most real-time systems, is to use a preemptible kernel design [68, 78] which

allows multiple threads to execute within the kernel at the same time but requires all kernel data

to be explicitly protected using mutexes or spinlocks. The size of non-preemptible sections in this

case is reduced to the time for which spinlocks are held. A third approach builds on the second

one and explicitly inserts preemption points within spinlocks when spinlocks are held for a long

time.

In this thesis, we evaluate and compare these approaches to determine their effectiveness at

reducing preemption latency. We compare these approaches using micro-benchmarks as well as
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real applications. We expect that the third approach which combines the benefits of the previous

two approaches will yield the best results. Chapter 3 describes and evaluates these approaches in

detail. It also evaluates the overhead of checking and performing preemption in these approaches.

We have incorporated a preemptive kernel patch for Linux from Robert Love [68] into TSL.

Our experiments with real applications on TSL in Chapter 4.7 show that a fine-grained preemptive

kernel complements firm timers to improve the performance of low-latency applications.

1.2.2.3 Adaptive Send-Buffer Tuning

For TCP-based streaming, output-buffer latency occurs because there is a rate mismatch in the

application’s sending rate and TCP’s transmission rate. TCP uses a send buffer to hide this rate

mismatch. This buffer also keeps packets that are currently being transmitted for retransmission

since TCP provides lossless packet delivery. The packets that are buffered to match rates add

output-buffer latency but the packets for retransmission do not add any latency because they have

already been transmitted. Based on this insight, we expect that if the size of the send buffer is

tuned so that it only buffers packets that have to be retransmitted, then TCP will have little or

no output-buffer latency. We have implemented this adaptive buffer sizing technique for TCP in

TSL. Chapter 4 describes our implementation and evaluates the effectiveness of this technique in

reducing output-buffer latency for TCP flows.

1.2.2.4 Feedback CPU Scheduling

The choice of scheduling algorithm affects the scheduling latency experienced by threads. Tradi-

tionally, real-time scheduling algorithms such as priority-based and proportion-period scheduling

have been used to provide predictable and low scheduling latency. The integration of a fine-grained

preemptibility with the firm timers mechanism in TSL allows an accurate implementation of such

schedulers. Chapter 5 provides an overview of these algorithms and evaluates the accuracy of our

proportion-period scheduler implementation under TSL.

Although real-time schedulers provide predictable scheduling latency, it is hard to use them in

a general-purpose operating system environment. In particular, with proportion-period scheduling,

applications are assigned a proportion of the CPU over a period of time, where the correct propor-

tion and period are analytically determined by humans. Unfortunately, it is difficult to correctly
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estimate an application’s proportion and period needs statically.

To solve this problem, we develop a feedback-based technique for dynamically estimating the

proportion and period needs of an application based on observing the application’s progress. An

application specifies its progress needs to the scheduler by using application-specific time-stamps.

These time-stamps indicate the progress rate desired by the application. For example, a video

application that processes 30 frames per second can time-stamp each frame 33.3 ms apart. The

key idea in our feedback-based scheduler, which we call the real-rate scheduler, is to use these

time-stamps to allocate resources so that the rate of progress of time-stamps matches real-time.

The real-rate scheduler uses feedback to assign proportions and periods to threads automatically

as the resource requirements of threads change over time.

TSL provides a simple time-stamp based API that allows low-latency applications to spec-

ify their progress needs and hence allows these applications to express their timing constraints

to the operating system. The novelty of our approach lies in using application-specific metrics

to measure progress (as opposed to resource-specific metrics such as CPU cycles) and a feed-

back controller that maps this progress to specific proportion and period requirements. Chapter 5

presents the design, implementation and evaluation of our real-rate scheduler.

1.2.2.5 A Software Oscilloscope

Modern processors have made multimedia and other low-latency applications such as DVD play-

ers, DVD and CD burners, TV tuners and digital video editing and conferencing software common

on desktop computers running commodity OSs. Unfortunately, implementing and test these low-

latency applications is non-trivial because existing tools for visualizing and debugging alter the

timing behavior. For instance, a standard debugger stops an application and thus affects its timing

behavior. Thus, debugging and visualization tools specifically designed for low-latency applica-

tions are needed.

Unlike the ad hoc tools used for visualizing and testing low-latency software, there exists a

time-tested visualization tool in the hardware community: the oscilloscope. The invention of the

oscilloscope started a revolution that allowed engineers and users to “see” sound and other signals,

experience data, and gain insights far beyond equations and tables [55]. Today, an oscilloscope,
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together with a logic analyzer, is used for several purposes such as debugging, testing and experi-

menting with various types of hardware that often have tight timing requirements. We believe that

a similar approach can be applied effectively for visualizing low-latency software systems. As a

result, we have developed a user-level software visualization tool and library called gscope that

borrows some of its ideas from an oscilloscope.

Gscope provides a simple API that applications use to specify their “signals”. Gscope actively

monitors these software signals in real-time and displays them. Gscope can be used in this polling-

driven manner or in a push-driven manner. When push-driven, applications send data to gscope

and gscope displays this data passively. In this mode, Gscope can be used for correlation and

visualization of distributed data.

Gscope simplifies visualization of low-latency software applications and has been used for vi-

sualizing time-dependent variables such as network bandwidth, latency, jitter, fill levels of buffers

in a pipeline, CPU utilization, etc. In our experience, it has been an invaluable debugging and

demonstration tool for the low-latency applications we have developed.

All of the components of our approach described above have been implemented and integrated

in TSL, which has enabled us to evaluate how well these techniques meet the requirements of low-

latency streaming applications. We use synthetic micro-benchmarks, simulated applications as

well as real applications to evaluate these techniques. First each technique is evaluated in isolation

and then these techniques are evaluated together under TSL. A network traffic generator is used

to simulate a low-latency streaming application [63] and a media streaming application is used as

a real low-latency application [64]. In each case, this work quantifies the latency incurred in the

proposed system versus the current system. It shows that this metric can be improved significantly

without degrading system throughput significantly.

1.3 Contributions of this Dissertation

This dissertation focuses on providing support for low-latency applications in general-purpose

operating systems. It analyzes the sources of latency in an OS and presents several techniques that

help reduce these latencies. The integration of these techniques allows streaming with latencies

that are significantly lower than latencies in an unmodified general-purpose operating system. The
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specific contributions of this dissertation are summarized below.

1. Design, implementation and evaluation of firm timers. Firm timers provide accurate timing

with low overhead.

2. Integration and evaluation of different preemptible kernel schemes in a general-purpose OS.

3. Dynamic tuning of the size of the send buffer in the TCP stack, which significantly reduces

output-buffer latency at a small expense in network throughput.

4. Design and implementation of a novel feedback-based CPU scheduling scheme that allows

low-latency applications to easily express their timing constraints to the scheduler.

5. Design and implementation of a software oscilloscope that is an effective tool for visualizing

and debugging low-latency software applications.

6. Integration of these techniques in a system called Time-Sensitive Linux (TSL).

7. Overall evaluation of TSL to show that it provides good support for real low-latency appli-

cations without significantly compromising the performance of throughput-oriented appli-

cations.

1.4 Outline of this Dissertation

The rest of this dissertation is organized as follows: Chapter 2 presents the design, implemen-

tation and evaluation of firm timers. Firm timers provide a low overhead and accurate timing

mechanism that reduces timer latency. Chapter 3 describes different approaches that improve ker-

nel responsiveness and experimentally evaluates each approach. Chapter 4 describes our adaptive

buffer sizing mechanism that reduces output-buffering latency in TCP flows. The previous three

chapters experimentally evaluate the performance and overheads of TSL and also present perfor-

mance results for a real low-latency adaptive streaming application that has been developed in

our research group. Chapter 5 describes various key real-time scheduling mechanisms including

proportion-period scheduling. It presents the design and implementation of a feedback-based CPU

scheduling scheme that allows inferring the CPU requirements of applications and dynamically as-

signing proportions and periods. Chapter 6 describes gscope, a visualization tool for low-latency
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applications. Chapter 7 describes the related work in this field of research. Finally, Chapter 8

presents our conclusions on building system support for low-latency streaming applications. Also,

it discusses several new research problems that emerge from this dissertation and the possible

directions that can be explored to solve these problems.



Chapter 2

High-Resolution Timing

This chapter describes the design, implementation and evaluation of a high resolution timing

mechanism called firm timers [38]. Our evaluation of firm timers shows that this mechanism

significantly reduces the timer latency component of input latency and that it has low overhead.

2.1 Introduction

Firm timers provide an accurate timing mechanism with low overhead by exploiting the benefits

associated with three different approaches for implementing timers: one-shot (or hard) timers, soft

timers and periodic timers.

Traditionally, general-purpose operating systems have implemented their timing services with

periodic timers. These timers are normally implemented with periodic timer interrupts. For ex-

ample, on Intel x86 machines, these interrupts are generated by the Programmable Interval Timer

(PIT) and, on Linux, the period of these interrupts is 10 ms. As a result, the maximum timer

latency is 10 ms. This latency can be reduced by reducing the period of the timer interrupt but it

increases system overhead because the timer interrupts are generated more frequently.

To reduce the overhead of timers, it is necessary to move from a periodic timer interrupt

model to a one-shot timer interrupt model where interrupts are generated only when needed. The

following example explains the benefits of one-shot interrupts. Consider two threads with periods

5 and 7 ms. With periodic timers and a period of 1 ms, the maximum timer latency would be 1 ms.

In addition, in 35 ms, 35 interrupts would be generated. With one-shot timers, interrupts will be

generated at 5 ms, 7 ms, 10 ms, etc., and the total number of interrupts in 35 ms is 11. Also, the

timer latency will be close to the interrupt service time, which is relatively small. Hence, one-shot

19
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timers avoid unnecessary interrupts and reduce timer latency.

2.2 Firm Timers Design

Firm timers, at their core, use one-shot timers for efficient and accurate timing. One-shot timers

generate a timer interrupt at the next timer expiry. At this time, expired timers are dispatched and

then finally the timer interrupt is reprogrammed for the next timer expiry. Hence, there are two

main costs associated with one-shot timers, timer reprogramming and fielding timer interrupts.

Unlike periodic timers, one-shot timers have to be reprogrammed for each timer event. More im-

portantly, as the frequency of timer events increases, the interrupt handling overhead grows until

it limits timer frequency. To overcome these challenges, firm timers use inexpensive reprogram-

ming available on modern hardware and combine soft timers (originally proposed by Aron and

Druschel [9]) with one-shot timers to reduce the number of hardware generated timer interrupts.

Below, we discuss these points in more detail.

While timer reprogramming on traditional hardware has been expensive (and has thus encour-

aged the use of periodic timers), it has now become inexpensive on modern hardware such as Intel

Pentium II and later machines. For example, reprogramming the standard programmable interval

timer (PIT) on an Intel x86 is very expensive because it requires several slow out instructions on

the ISA bus. Each such instruction costs approximately one microsecond, which is 2000 cycles

on a modern 2 GHz machine. In contrast, our firm-timers implementation uses the APIC one-

shot timer present in newer Intel Pentium class machines. This timer resides on-chip and can be

reprogrammed in a few cycles without any noticeable performance penalty.

Since timer reprogramming is inexpensive, the key overhead for the one-shot timing mech-

anism in firm timers lies in fielding interrupts. Interrupts are asynchronous events that cause an

uncontrolled context switch and result in cache pollution. To avoid interrupts, firm timers use

soft timers, which poll for expired timers at strategic points in the kernel such as at system call,

interrupt, and exception return paths. At these points, the working set in the cache is likely to be

replaced anyway and hence polling and dispatching timers does not cause significant additional

overhead. In essence, soft timers allow voluntary switching of context at “convenient” moments.

While soft timers reduce the costs associated with interrupt handling, they introduce two new
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problems. First, there is a cost in polling or checking for timers at each soft-timer point. Later,

in Section 2.4.2.3, we analyze this cost in detail and show that it can be amortized if a certain

percentage of checks result in the firing of timers. Second, this polling approach introduces timer

latency when the checks occur infrequently or the distribution of the checks and the timer deadlines

are not well matched.

Firm timers avoid the second problem by combining one-shot timers with soft timers by ex-

posing a system-wide timer overshoot parameter. With this parameter, the one-shot timer is pro-

grammed to fire an overshoot amount of time after the next timer expiry (instead of exactly at the

next timer expiry). Unlike with soft timers, where timer latency can be unbounded, firm timers

limit timer latency to the overshoot value. Hence, the name firm timers.

With firm timers, in some cases, an interrupt, system call, or exception may happen after a

timer has expired but before the one-shot APIC timer generates an interrupt. At this point, the

timer expiration is handled and the one-shot APIC timer is again reprogrammed an overshoot

amount of time after the next timer expiry event. When soft-timers are effective, firm timers

repeatedly reprogram the one-shot timer for the next timer expiry but do not incur the overhead

associated with fielding interrupts.

Figure 2.1 shows that firm timers are programmed an overshoot amount of time after a time-

sensitive application needs execution. The rectangular bars show the times when the kernel is

executing, either in a system call or in some interrupt. At the end of each bar, the kernel checks

for timer expiry. If the kernel executes between the time when the application needs execution

and before the timer expires, then the cost of firm timers is simply the cost of reprogramming the

timer.

The timer overshoot parameter allows making a trade-off between accuracy and overhead. A

small value of timer overshoot provides high timer resolution but increases overhead since the

soft timing component of firm timers are less likely to be effective. Conversely, a large value

decreases timer overhead at the cost of increased maximum timer latency. The overshoot value

can be changed dynamically. With a zero value, we obtain one-shot timers (or hard timers) and

with a large value, we obtain soft timers. A choice in between leads to our hybrid firm timers

approach. This choice depends on the timing accuracy needed by applications. The next section

describes how our implementation can handle a mix of time-sensitive applications with differing
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Figure 2.1: Overshoot in firm timers.

accuracy needs.

2.3 Firm Timers Implementation

Firm timers in TSL maintain a timer queue for each processor. The timer queue is kept sorted by

timer expiry. The one-shot APIC timer is programmed to generate an interrupt at the next timer

expiry event. When the APIC timer expires, the interrupt handler checks the timer queue and

executes the callback function associated with each expired timer in the queue. Expired timers are

removed while periodic timers are re-enqueued after their expiration field is incremented by the

value in their period field. The APIC timer is then reprogrammed to generate an interrupt at the

next timer event.

The APIC is set by writing a value into a register which is decremented at each memory bus

cycle until it reaches zero and generates an interrupt. Given a 100 MHz memory bus available on

a modern machine, a one-shot timer has a theoretical accuracy of 10 nanoseconds. However, in

practice, the time needed to field timer interrupts is significantly higher and is the limiting factor

for timer accuracy.

Soft timers are enabled by using a non-zero timer overshoot value, in which case, the APIC

timer is set an overshoot amount after the next timer event. Our current implementation uses a
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single global overshoot value. It is possible to extend this implementation so that each timer or

an application using this timer can specify its desired overshoot or timing accuracy. In this case,

only applications with tighter timing constraints cause the additional interrupt cost of more precise

timers. The overhead in this alternate implementation involves keeping an additional timer queue

sorted by the timer expiry plus overshoot value.

The data structures for one-shot timers are less efficient than for periodic timers. For instance,

periodic timers can be implemented using calendar queues [16] which operate in O(1) time, while

one-shot timers require priority heaps which require O(log(n)) time, where n is the number of

active timers. This difference exists because periodic timers have a natural bucket width (in time)

that is the period of the timer interrupt. Calendar queues need this fixed bucket width and derive

their efficiency by providing no ordering to timers within a bucket. One-shot fine-grained timers

have no corresponding bucket width.

To derive the data structure efficiency benefits of periodic timers, firm timers combine the

periodic timing mechanism with the one-shot timing mechanism for timers that need a timeout

longer than the period of the periodic timer interrupt. A firm timer for a long timeout uses a

periodic timer to wake up at the last period before the timer expiration and then sets the one-shot

APIC timer.1 Consequently, our firm timers approach only has active one-shot timers within one

tick period. Since the number of such timers, n, is decreased, the data structure implementation

becomes more efficient. Note that operating systems generally perform periodic activity such as

time keeping, accounting and profiling at each periodic tick interrupt and thus the dual wakeup

does not add any additional cost.

The firm timer expiration times are specified as CPU clock cycle values. In an x86 processor,

the current time in CPU cycles in stored in a 64 bit register. Timer expiration values can be stored

as 64 bit quantities also but this choice involves expensive 64 bit time conversions from CPU

cycles to memory cycles needed for programming the APIC timer. A more efficient alternative

for time conversion is to store the expiration times as 32 bit quantities. However, this approach

leads to quick roll over on modern CPUs. For example, on a two GHz processor, 32 bits roll over

every second. Fortunately, firm timers are still able to use 32 bit expiration times because they use

1Note that soft timer checks occur at each interrupt and hence periodic timer interrupts that occur during the over-
shoot period fire pending but expired one-shot timers.
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periodic timers for long timeouts and use one-shot timer expiration values only within a periodic

tick.

We want to provide the benefits of the firm timer accurate timing mechanism to standard user-

level applications. These applications use the standard POSIX interface calls such as select(),

pause(), nanosleep(), setitimer() and poll(). We have modified the implemen-

tation of these system calls in TSL to use firm timers without changing the interface of these calls.

As a result, unmodified applications automatically get increased timer accuracy in our system as

shown in Chapter 4.7.

2.4 Firm Timers Evaluation

This section describes the experiments we performed to evaluate the behavior of firm timers.

First, Section 2.4.1 presents experiments that quantify the timer latency of firm timers. Then Sec-

tion 2.4.2 presents the performance overhead of the firm timers implementation on Time-Sensitive

Linux as compared to the performance of timers on a standard Linux kernel.

2.4.1 Timer Latency

Timer latency can be measured by using a typical periodic low-latency application. We imple-

mented this application by running a process that sets up a periodic signal (using the itimer()

system call) with a period T ranging from 100 µs to 100 ms. This process measures the time when

it is woken up by the signal and then immediately returns to sleep. To measure this time, we read

the Pentium Time Stamp Counter (TSC), a CPU register that is increased at every CPU clock cycle

and can be accessed in a few cycles. Hence, the timing measurements introduce very low overhead

and are very accurate. We calculated the difference between two successive process activations,

which we call the inter-activation time. Note that in theory the inter-activation times should be

equal to the period T . Hence, the deviation of the inter-activation times from T is a measure of

timer latency. Since Linux ensures that a timer will never fire before the correct time, we expect

this value to be 10 ms in a standard Linux kernel and to be close to the interrupt processing time

with firm timers.

We run this program at the highest real-time priority to eliminate scheduling latency. Also, we
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run these experiments on an idle system. In this case, few system calls will be invoked by other

processes and a limited number of interrupts will fire and thus long non-preemptible execution

paths or driver activations will not be triggered. However, note that we are unable to stop certain

high-priority kernel processes such as the buffer-cache flush daemon from occasionally running

during these experiments.

The experiments presented below were run on a 1.8 GHz Pentium processor with 512 MB

of memory. Figure 2.2 shows the timer latency in standard Linux. In this experiment, the inter-

activation times were measured when the period of the time-sensitive program is set to T =

100 µs. It shows that timer latency value can be larger than 10000 µs.2 Figure 2.3 shows the

same measurement on a firm timers kernel. This figure shows that the timer component of input

latency can be easily removed by using firm timers. Note that after 1000 activations the maximum

difference between the period and the actual inter-activation time is less that 25 µs.
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The inter-activation time is the time between successive executions of a periodic process. The
period of the process is 100 µs. Under Linux, we expect the inter-activation time to be close to
10 ms because of the timer granularity. Note that due to a bug in the Linux kernel, the observed
inter-activation is closer to 20 ms.

Figure 2.2: Inter-activation times for a periodic thread with period 100 µs on standard Linux.

2We expect the timer latency to be about 10000 µs in the worst case on a lightly-loaded Linux system. We believe
that the worst case in Figure 2.2, which is greater than 20000 µs, occurs as a result of a bug in the Linux timing code.
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The inter-activation time is the time between successive executions of a periodic process. We
expect the inter-activation time to be equal to the period of the process. In the figure above, each
upward spike in the inter-activation time is followed by a downward spike because each wakeup
is programmed with respect to an initial time and do not depend on the actual wakeup time.

Figure 2.3: Inter-activation times for a periodic thread with period 100 µs on TSL.

We repeated this experiment with different periods where each experiment was run for 10 mil-

lion activations. These new experiments showed that the difference between the period and the

inter-activation time does not significantly depend on the period T . Figure 2.4 shows the distribu-

tion of the inter-activation times when T = 1000 µs. This distribution does not significantly vary

with increasing number of activations or decreasing period. Our data shows that the probability

of inter-activation times being greater than 1015 µs or less than 985 µs is less than 0.01%. Note

that the y-axis is on a log scale. The maximum measured inter-activation times is about 1300 µs,

whereas the minimum is about 630 µs, but these large deviations are extremely rare (once in the

10 million activations).

We hypothesize that these large deviations are due to preemption latency caused by high-

priority in-kernel threads over which we do not have execution control. Later, Chapter 3 presents

more controlled experiments that show that latencies due to the various activities that trigger long

non-preemptible sections can exceed 350 µs.
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Figure 2.4: Distribution of inter-activation times when period is 1000 µs on TSL.

2.4.2 Overhead

Firm timers provide an accurate timing mechanism that allows high frequency timer programming.

However, increasing the timer frequency can increase system overhead because each timer event

can cause a one-shot timer interrupt, which results in cache pollution. To mitigate this overhead,

our firm timers implementation combines one-shot (or hard) timers and soft timers. In this section,

we present experiments to highlight the advantages of firm timers as compared to hard timers and

show that the overhead of firm timers on throughput-based applications is small even when firm

timers are used heavily.

The cost of firm timers can be broken into three parts: 1) costs associated with hard timers

exclusively, 2) costs that hard and soft timers have in common, and 3) costs associated with soft

timers exclusively. The first cost occurs due to interrupt handling and the resulting cache pollution.

The second cost lies in manipulating and dispatching timers from the timer queue and executing

preemption for an expired timer thread. The third cost is in checking for soft timers. Note that the

cost of executing preemption is present in both cases and thus the experiments presented below

account for this cost when firm timers are used (see also Section 3.3.2). Based on this breakup,

it should be obvious that the soft timing component of firm timers will have lower overhead than

hard timers if the cost for checking for timer expiry is less than the additional cost of interrupt
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handling in the pure hard timer case. This relation is derived in more detail in Section 2.4.2.3.

We will first compare the performance overhead of firm timers under TSL versus standard

timers in Linux. This comparison is performed using multiple applications that each require 10 ms

periodic timing. This case is favorable to Linux because the periodic timing mechanism in Linux

synchronizes all the timers and generates one timer interrupt for all the threads, although at the

expense of timer latency. In contrast, firm timers provide accurate timing but can generate multiple

interrupts within each 10 ms period. Then we will evaluate the performance of firm timers for

applications that require tighter timing than standard Linux can support.

In the following experiments, we measure the execution time of a throughput-oriented appli-

cation when one or more time-sensitive processes are run in the background to stress the firm

timers mechanism. The time-sensitive process is the same as described in Section 2.4.1: a simple

periodic thread that wakes up on a signal generated by a firm timer, measures the current time and

then immediately goes to sleep each period. In the rest of this section, we refer to this thread as

a timer process. For the throughput application, we selected povray, a ray-tracing application

and used it to render a standard benchmark image called skyvase. We chose povray because

it is a compute intensive process with a large memory footprint. Thus our experiments account for

the effects of cache pollution due to the fine-grained timer interrupts. The performance overhead

of firm timers is defined as the ratio of the time needed by povray to render the image in TSL

versus the time needed to render the same image in standard Linux.

2.4.2.1 Comparison with Standard Linux

We first compare the performance overhead of firm timers on TSL with standard timers running on

Linux. To do so, we run timer processes with a 10 ms period because this period is supported by

the tick interrupt in Linux. As explained above, we expect additional overhead in the firm timers

case because, unlike with the periodic timers in Linux, the expiration times of the firm timers are

not aligned. To stress the firm timers mechanism and clearly establish the performance difference,

we ran two experiments with a large number of 20 and 50 timers processes.

Figure 2.5 shows the performance overhead of firm timers as compared to standard Linux

timers when 20 timer processes are running simultaneously. This figure shows the overhead of

TSL with hard timers, firm timers with different overshoot values (0 µs, 50 µs, 100 µs, 500 µs)
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and pure soft timers. Each experiment was run 8 times and the 95% confidence intervals are

shown at the top of each bar. The figure shows that pure soft timers have an insignificant overhead

compared to standard Linux while hard and firm timers have a 1.5 percent overhead. In this case,

increasing the overshoot parameter of firm timers produces only a small improvement.
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Figure 2.5: Overhead of firm timers in TSL with 20 timer processes.

Figure 2.6 shows the results of the same experiment but with 50 timers. Once again soft timers

have an insignificant overhead. In addition, the decrease in overhead of firm timers with increasing

overshoot is more pronounced in this case. The reason is that with increasing number of timers,

timers are more likely to fire due to soft timers than the more expensive hardware APIC timer.

Interestingly, in Figure 2.6, the povray program completes faster on TSL with 500 µs firm-

timer overshoot than on a standard Linux kernel. The reason for this apparent discrepancy is that

the standard Linux scheduler does not scale well with large numbers of processes. On Linux, all

50 processes are woken at the same time (at the periodic timer interrupt boundary) and thus Linux

has to schedule 50 processes at the same time. In comparison, on a firm timers kernel the 50 timers

have precise 10 ms expiration times and are not synchronized. Hence, the scheduler generally has

to schedule one or a small number of processes when a firm timer expires. In addition, with 50

timers and a large 500 µs overshoot, soft timers fire often and thus firm timers have low overhead.

In this case, the overhead of the scheduler on standard Linux dominates the overhead of the firm

timers mechanism in TSL.
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Figure 2.6: Overhead of firm timers in TSL with 50 timer processes.

2.4.2.2 Overhead at High Frequencies

We also performed the same experiment but with periodic processes running at higher frequencies

to simulate time-sensitive applications that have periodic timing requirements tighter than standard

Linux can support. Figure 2.7 shows the improvement in time to render the image when 20

periodic processes are run with a period of 1 ms. We do not compare these results with Linux

because Linux does not support 1 ms timer accuracy. Similarly, pure soft timers are not shown

in this figure because they do not guarantee that each timer fires every 1 ms. This figure shows

the improvement in finishing time of povray with firm timers with different overshoot values

compared to hard timers. The benefit of the firm timers mechanism for improving throughput

becomes more obvious with increasing overshoot when the process periods are made shorter. For

example, there is an 8% improvement with a 500 µs overshoot value while the corresponding

improvement in Figures 2.5 and 2.6 is 0.5% and 1.6%.

2.4.2.3 Overhead Analysis

The previous experiments show that pure hard timers have lower overhead in some cases and firm

timers have lower overhead in other cases. This result can be explained by the fact that there is a

cost associated with checking whether a soft timer has expired. Thus, the soft timers mechanism
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Figure 2.7: Comparison between hard and firm timers with different overshoot values on TSL.

is effective in reducing overhead when enough of these checks result in the firing of a soft timer.

Otherwise the firm-timer overhead as compared to pure hard timers will be higher.

More formally, the previous behavior can be explained as follows. Let Nt be the total number

of timers that must fire in a given interval of time, Nh the number of hard timers that fire, Ns

the number of soft timers that fire (hence, Nt = Nh + Ns) and Nc the number of checks for

soft timers expirations. Let Ch be the cost for firing a hard timer, Cs be the cost of firing a soft

timer, and Cc be the cost of checking if some soft timer has expired. Note that we described the

components of these costs in the beginning of Section 2.4.2. The total cost of firing firm timers is

CcNc + ChNh + CsNs. If pure hard timers are used then the cost is ChNt. Hence, firm timers

reduce the system overhead if

CcNc + ChNh + CsNs < ChNt

Rearranging the terms,

CcNc < Ch(Nt − Nh) − CsNs

< (Ch − Cs)Ns
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Rearranging the terms again,

Ns/Nc > Cc/(Ch − Cs) (2.1)

Equation 2.1 shows that when the ratio of the number of the soft timers that fire to the number

of soft timer checks is sufficiently large (i.e., it is larger than Cc/(Ch − Cs)), then firm timers are

effective in reducing the overhead of one-shot timers. From our experiments, we have extrapolated

that Ch = 8 µs, Cs = 1 µs, and Cc = 0.15 µs, hence the firm timers mechanism becomes effective

when Ns/Nc > 0.15/(8 − 1) = 0.021, or when more than 2.1% of the soft timer checks result in

the firing of a soft timer.

Note that the number of checks Nc depends on the number of interrupts and system calls

that occur in the machine, whereas the number of soft timers that fire Ns depends on how the

checks and the timers’ deadlines are distributed in time and on the overshoot value. Aron and

Druschel’s original work on soft timers [9] studied these distributions for a number of workloads.

Their results show that, for many workloads, the distributions are such that checks often occur

close to deadlines (thus increasing Ns/Nc), although how close is very workload dependent. Firm

timers have the benefit of assuring low timer latency even for workloads with poor distributions,

yet retaining the performance benefits of soft timers when the workload permits.

2.5 Summary

Firm timers use one-shot timers to provide accurate timing to unmodified Linux applications in

Time-Sensitive Linux. The timer latency of such timers is close to the interrupt service time.

Firm timers use soft timers to reduce the cost of increased interrupts associated with fine-grained

timing. In addition, they reduce the data structure overhead of one-shot timers by using periodic

timers for large timeouts. Finally, firm timers allow making a trade-off between timer latency and

overhead.



Chapter 3

Fine-Grained Kernel Preemptibility

This chapter reviews several techniques that improve kernel responsiveness and thus help to re-

duce the preemption latency component of input latency. Then we experimentally evaluate and

compare these approaches and show that they reduce preemption latency significantly compared

to a standard general-purpose OS such as Linux [2]. It also evaluates the overhead of these ap-

proaches and shows that they can be incorporated in general-purpose OSs without significantly

affecting the performance of throughput-oriented applications [38].

3.1 Introduction

A kernel is more responsive when its non-preemptible sections that keep the scheduler from being

invoked to schedule a thread are short. There are two main reasons why the scheduler may not be

able to run when an interrupt is raised. One is that interrupts might be disabled. For example, if the

timer interrupt in Figure 1.3 is disabled then the timer process can only enter the ready queue when

the interrupt is re-enabled. Another, potentially more significant reason, is that another thread

may be executing in a critical section in the kernel. For example, the timer process, upon entering

the ready queue, will be scheduled only when the other thread exits its non-preemptible critical

section. These non-preemptible sections can be in the kernel or in kernel drivers. In addition,

interrupt service routines (ISRs) and other kernel constructs such as bottom halves and tasklets in

the Linux kernel, or deferred procedure calls (DPCs) in Windows, that execute on behalf of ISRs

are also non-preemptible sections.

The length of non-preemptible sections in a kernel depends on the strategy that the kernel

uses to guarantee the consistency of its internal structures and on the internal organization of the

33
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kernel. The simplest kernel structure disables preemption for the entire period of time when a

thread is in the kernel (i.e., when an interrupt fires or for the duration of a system call). Thus,

preemption latency is equal to the maximum length of a system call plus the processing time of

all the interrupts that fire before returning to user mode.

Most current general-purpose OSs improve this structure by allowing preemption before cer-

tain long operations are invoked. For example, all versions of Linux and most other OSs such as

Windows NT and Solaris allow preemption before invoking disk I/O operations. Unfortunately,

even with this structure, Section 3.3 shows that preemption latency under standard Linux can be

greater than 30 ms.

3.2 Improving Kernel Responsiveness

This section reviews three different approaches - explicit preemption, preemptible kernels and pre-

emptible lock-breaking kernels - that change the structure of the kernel with the goal of improving

preemption latency.

3.2.1 Explicit Preemption

One approach that reduces preemption latency is explicit insertion of preemption points at strategic

points inside the kernel so that a thread in the kernel explicitly yields the CPU to the scheduler

when it reaches these preemption points. In this way, the size of non-preemptible sections is

reduced. This approach is a refinement of the current approach of allowing preemption only

before “well-known” long kernel operations. Explicit preemption is used by some real-time OSs

such as RED Linux [87] and by Morton’s low-latency project [79] for Linux. Preemption latency

in such a kernel decreases to the maximum time between two preemption points.

The choice of preemption points depends on execution flow paths in the kernel and these

must be placed manually after careful auditing of system code under heavy loads, which helps

determine long kernel paths. Preemption points are often placed in code that iterates over large or

indefinite sized data structures such as linked lists. Essentially, a call to the scheduler is added, if

scheduling is needed, after the iteration loop has crossed a certain threshold.

Preemption points can be easily placed in any function by simply adding calls to the scheduler
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when data accessed by the function is private. However, if data structures are shared and the code

holds a lock on it then the lock has to be dropped before the call to the scheduler and reacquired

after the call to the scheduler. Otherwise, if a thread is preempted while holding a lock then

deadlocks can occur. For example, on a uniprocessor, a second thread that tries to acquire the same

lock will spin (assuming locks are implemented as spinlocks) and cause the system to deadlock

because the first process will never have a chance to wake up. A compiler can help the process of

preemption placement if it is able to detect that all locks have been released before and acquired

after the call to the scheduler [29].

The releasing and acquiring of locks is also called lock breaking. Note that the lock can only

be dropped if the kernel data structures can be placed in a consistent state. For example, if a

list has to be processed atomically, where no other thread can modify the list while a function

processes the list, then the lock cannot be broken easily. One option for handling this situation is

to use a roll-back operation where the thread must abort or undo its operation on a lock release

and restart its work from the beginning upon reacquiring the lock. This approach is often used in

checkpointing systems [89], but it can be expensive because the undo operation requires saving

state (possibly to disk) at each checkpoint [28].

Since lock breaking, in general, is like a roll-back operation, it has to be applied carefully in

the kernel and requires a case-by-case analysis. In practice, lock breaking can often be applied

without saving much state, and thus implemented efficiently, either because locks are held at a

large granularity for efficiency rather than consistency, or because certain operations are idem-

potent. To understand these issues, consider the example shown in Figure 3.1. The function

process_list_function in Figure 3.1 can execute in a non-preemptible section for an in-

definite time since the list can be arbitrarily long. Note that the spinlock is held during the pro-

cessing of the entire list rather than for each list member for two reasons: 1) to protect against

changing the list, and 2) to avoid the overhead associated with keeping, acquiring and releasing

locks for each list member.

Figure 3.2 shows process_list_function with an additional preemption point. This

preemption point calls schedule after every 100 iterations of the loop that processes the list.

The schedule function is only called if the schedule_needed variable returns true. This
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int
process_list_function()
{

spinlock(&list_lock);
while (list) {

process_list_head(list);
list = list->next;

}
spinunlock(&list_lock);

}

Figure 3.1: An example of a function that processes a list in a long non-preemptible section.

variable is set by interrupts (or currently executing threads on other processors in an SMP ma-

chine) on behalf of threads that need to be scheduled. Note that before schedule is called, the

lock list_lockmust be released. This lock is reacquired after schedule returns to the func-

tion. After the lock is reacquired, some of the list members will be processed again because the

function always starts at the head of the list, which requires the process_list_head function

to be idempotent. To avoid redoing work, the process_list_head function can update the

members of the list when it has already performed work on them in the past. For example, if this

function flushes buffers to disk, then it can set and later test a bit in the list member that indicates

whether the buffer is dirty.

The choice of the iteration threshold determines how much work is done between preemption

points. A small threshold is desirable because it decreases the time between preemption points.

However, a small threshold can increase overhead because the spinlock that would otherwise have

been held may have to be repeatedly released and reacquired. In addition, under heavy load, when

several threads are runnable and need to be scheduled (schedule_needed in Figure 3.2 is

set to true), a small threshold can cause a form of thrashing where the system does not perform

much useful work. For example, if the threshold is set to one, then the function in Figure 3.2 may

continuously loop between the “redo:” and the “goto redo” regions without ever processing

the list.
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int
process_list_preemptible_function()
{

int count = 0; |
|

redo: |
spinlock(&list_lock);
while (list) {

if (count++ < 100) { /* threshold is 100 */ |
count = 0; |
if (schedule_needed) { |

spinunlock(&list_lock); |
schedule(); |
goto redo; |

} |
} |
process_list_head(list);
list = list->next;

}
spinunlock(&list_lock);

}

The bars on the right show the additional code that has been added to the list processing function
shown in Figure 3.1.

Figure 3.2: The list processing function with an explicit preemption point.

The process of finding large non-preemptible code sections, adding preemption points at ap-

propriate points in this code and choosing the appropriate iteration threshold can be a very time-

intensive process. In addition, it has to be a continuing process as the kernel code evolves over

time. One approach, used by Morton [79], that helps to find large non-preemptible sections is

to use a periodic timer that detects whether the scheduler has been invoked between two timer

expirations. If the scheduler has not been invoked then the stack backtrace at the second timer

expiration gives an indication of the routines that have a large non-preemptible section.

3.2.2 Preemptible Kernels

Another approach, used in many real-time systems, is to allow preemption any time the kernel

is not accessing shared kernel data. To support this fine level of kernel preemptibility, all shared
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kernel data must be explicitly protected using mutexes or spinlocks. The Linux preemptible ker-

nel project [68] uses this approach and only disables kernel preemption on a processor when an

interrupt handler is executing or a spinlock is held on that processor. Preemption is disabled for

interrupt handlers because they are typically short sections of code that assume non-preemptible

execution and do not lock their data at a fine-granularity for efficiency. Preemption is disabled

when spinlocks are held for two reasons. First, on a uniprocessor, as explained earlier, if a thread

is preempted while holding a spinlock then another thread can deadlock the system if it tries to

acquire the same spinlock. Second, spinlocks are assumed to be held for short periods and pre-

empting a thread that holds a spinlock can cause extreme degradation in system performance when

the spinlock is held on a resource that is heavily accessed. For example, a thread that holds a spin-

lock on a shared, global run queue can effectively disable scheduling on all of the processors in

an SMP machine because the other processors, when running schedule, would spin on the run

queue lock while the thread is preempted.

The kernel checks whether any spinlock is held in the current processor whenever a spinlock

is released or at the end of an interrupt handler. If no spinlocks are being held and if scheduling is

needed, then the kernel calls schedule, similar to the code shown in Figure 3.2. In a preemptible

kernel, the preemption latency is determined by the sum of the maximum amount of time for which

a spinlock is held inside the kernel and the maximum time taken by interrupt service routines.

3.2.3 Preemptible Lock-Breaking Kernels

Preemption latency can be high in preemptible kernels when spinlocks are held for a long time.

Lock breaking addresses this problem by “breaking” long spinlock sections (i.e., by releasing

spinlocks at strategic points within code that accesses shared data structures with spinlocks). This

approach is a combination of the explicit preemption and the preemptible kernel approaches. Pre-

emptible lock-breaking kernels reduce the size of non-preemptible sections, but do not decrease

the amount of non-preemptible time spent in interrupt service routines.
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3.3 Evaluation

The explicit preemption approach has been implemented for the Linux kernel by Morton [79]. The

preemptible kernel design has been implemented for Linux by Love [68]. Love has also integrated

Morton’s preemption code in his preemptible kernel to produce the preemptible lock-breaking

kernel.

While Morton and Love have done some preliminary evaluation of their approaches, there

has been no systematic evaluation that compares these approaches. In this thesis, our goal is

to evaluate and compare these approaches to determine their effectiveness at reducing preemption

latency. Our expectation is that both these approaches will significantly reduce preemption latency

compared to that in standard Linux. In addition, we expect that the third approach which combines

the first two approaches will yield the best results. After doing this evaluation, we plan to choose

the best approach and integrate it as part of our TSL system.

For our evaluation, we use 1) the standard Linux kernel, 2) the Low-Latency Linux kernel

from Morton that uses explicit preemption points, 3) the Preemptible Linux kernel and 4) the

Preemptible Lock-Breaking Linux kernel, both from Love. The evaluations were performed on

version 2.4.20 of all the Linux kernels. In Section 3.3.1, our evaluation measures the maximum

preemption latency in each of these kernels under heavy system load and shows that the latter

three variants improve preemption latency significantly as compared to standard Linux. Then,

Section 3.3.2 measures the overheads of these approaches and shows that they have a small impact

on the behavior of throughput-oriented applications and are thus suitable for general-purpose OSs.

3.3.1 Preemption Latency

We measure preemption latency by using a process that invokes sleep for a specified amount of

time (using the usleep system call) and then measures the time that it actually slept. In general,

the difference between these two times is input latency. To measure preemption latency, the timer

latency and scheduling latency components must be removed from input latency. Section 2.4.1

showed that firm timers have timer latencies that are very small and close to the interrupt service

times. Hence, we use firm timers in the usleep implementation to eliminate timer latency. To

eliminate scheduling latency, we run the usleep test program at the highest real-time priority.
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To measure preemption latency, two times must be measured: time t1 before going to sleep

and time t2 after being woken up. Suppose the process needed to sleep for time T . Then the

preemption latency is t2 − (t1 + T ). Times t1 and t2 are read using the Pentium Time Stamp

Counter (TSC), a CPU register that is increased at every CPU clock cycle and can be accessed in

a few cycles. Hence, the measurements have low overhead and are very accurate.

We investigated how various system activities contribute to preemption latency by running

various background applications. The following applications shown below are known to invoke

long system calls or cause frequent interrupts and thus they trigger long non-preemptible sections

either in the Linux kernel or in the drivers. Experience and careful code analysis by various

members of the Linux community (for example, see Senoner [100]) confirms that the list of latency

sources shown below is comprehensive (i.e., it triggers a representative set of long non-preemptible

sections in the Linux kernel and in the Linux drivers).

Memory Stress: One potential way to increase input latency involves accessing large amounts of

memory so that several page faults are generated in succession. The kernel invokes the page

fault handler repeatedly and can thus execute long non-preemptible code sections.

Caps-Lock Stress: A quick inspection of the kernel code reveals that, when the num-lock or

caps-lock LED is switched, the keyboard driver sends a command to the keyboard controller

and then (perhaps for simplicity) spins while waiting for an acknowledgment interrupt. This

process can potentially disable preemption for a long time.

Console-Switch Stress: The console driver code also seems to contain long non-preemptible

paths that are triggered when switching virtual consoles.

I/O Stress: When the kernel or the drivers have to transfer chunks of data, they generally move

this data inside non-preemptible sections. Hence, system calls that move large amounts of

data from user space to kernel space (and vice-versa) and from kernel memory to a hardware

peripheral, such as the disk, can cause large latencies.

Procfs Stress: Other potential latency problems in Linux are caused by the /proc file system.

The /proc file system is a pseudo file system used by Linux to share data between the

kernel and user programs. Concurrent accesses to the shared data structures in the proc
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file system must be protected by non-preemptible sections. Hence, we expect that reading

large amounts of data from the /proc file system can increase preemption latency.

Fork Stress: The fork() system call can generate high latencies for two reasons. First, the new

process is created inside a non-preemptible section and involves copying large amounts of

data including page tables. Second, the overhead of the scheduler increases with increasing

number of active processes in the system.

In our experiments, we used the usleep() test program described above with T = 100 µs

to measure preemption latency. This program is started on an unloaded machine in single user

mode to have better control over the system activities running in the background. Then the load-

generating applications described above are run in the background to trigger long non-preemptible

paths. To easily represent the latency results in a single plot per kernel, we used a background load

that was generated as follows:

1. The memory stress test allocates a large integer array with a total size of 128 MB and then

accesses it sequentially one time. This test starts at 1000 ms, and finishes around 2000 ms.

No background process runs from 2000 ms to 7000 ms.

2. The caps-lock stress test runs a program that switches the caps-lock LED twice. This test

turns on the LED at 7000 ms and then turns it off at 8000 ms.

3. The console-switch stress test runs a program that switches virtual consoles on Linux twice,

first at 9000 ms and then at 10000 ms.

4. The I/O stress test opens an 8 MB file and then reads and writes from this file 2 MB at a

time. The reads and writes are done repeatedly five times. This test starts at 11000 ms and

finishes around 13000 ms.

5. The procfs stress test reads a 512 MB file in the /proc file system. It runs from 17000 ms

to around 18000 ms.

6. The fork test forks 512 processes. This test starts at 20000 ms.
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The times at which each of these experiments were run is shown later in Figure 3.3 and in Fig-

ure 3.4. We performed these experiments on the standard Linux kernel, the Low-Latency Linux

kernel, the Preemptible Linux kernel, and the Preemptible Lock-Breaking Linux kernel. The next

section describes the initial set of experiments we performed to understand which activities cause

large preemption latencies. Section 3.3.1.2 describes additional experiments that we performed to

test the sensitivity of the system to the order and the length of experimental runs.

3.3.1.1 Initial Analysis

Table 3.1 shows the results of running our experiments. It shows that the Low-Latency kernel

reduces preemption latency during the memory stress test and the I/O stress test, but does not

reduce latency due to the console switch, the caps-lock switch, and the procfs stress test. On

the other hand, the Preemptible kernel reduces the latency due to the procfs stress test, but re-

introduces a large latency during the memory stress test. Finally, the Lock-Breaking kernel seems

to provide the benefits of the Low-Latency kernel (the latency during the memory stress test is

low) together with the benefits of the Preemptible kernel (for instance, the latency is reduced in

the console switch test and in the procfs stress test). In this case, the largest preemption latency is

caused by the caps-lock stress test but all other latencies are within 1 ms.

Memory Caps-Lock Console I/O Procfs Fork
Stress Stress Switch Stress Stress Stress

Standard Linux 18212 µs 6487 µs 614 µs 27596 µs 3084 µs 295 µs
Low-Latency 63 µs 6831 µs 686 µs 38 µs 2904 µs 332 µs
Preemptible 17467 µs 6912 µs 213 µs 187 µs 31 µs 329 µs
Pre. Lock-Breaking 54 µs 6525 µs 207 µs 162µs 24 µs 314 µs

These tests were run for 25 seconds. The figures shown are the worst-case (maximum) numbers.

Table 3.1: Preemption latencies for four different kernels under different loads.

Figure 3.3 graphically shows the results for the standard Linux kernel together with firm timers

and Figure 3.4 shows the results of the same experiments on a Preemptible Lock-Breaking kernel.

These graphs provide further insight into the causes of preemption latency (for the sake of brevity,

we omit the plots for other kernels, which are similar to these graphs). For instance, Figure 3.3
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shows that the large latency in the memory stress test that we see in Table 3.1 occurs only at the

termination of the program. We found that the source of this latency is the munmap() system

call which unmaps large memory buffers during program exit.
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This test is performed under heavy background load. It uses firm timers to remove the effect of
timer latency. and The maximum preemption latency exceeds 25 ms.

Figure 3.3: Preemption latency on a Linux kernel.

Figures 3.3 and 3.4 also show the resolution of firm timers. When the system is not loaded,

such as after the fork test, the latency lies between 2-5 µs. This is the latency from the time that

the hard timer fires to the time when the application is activated and gets control. Hence, firm

timers can be programmed with this fine-granularity. Of course, programming at this granularity

will cause the system to spend almost all its time in the kernel. However, these numbers help in

estimating the overhead of using fine-grained timing with firm timers. For example, we expect

system overhead due to firm timers to be between 10-25% when firm timers are programmed at

20 µs granularity on a 1.8 GHz processor.

3.3.1.2 Sensitivity Analysis

For sensitivity analysis, we performed additional experiments by running the stress test programs

in several different orders and for different lengths of time. Table 3.2 shows the maximum OS

latency measured when running the memory stress test, the I/O stress test, the procfs stress test
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This test is performed with firm timers and under heavy background load. Note that all latencies
(except the caps-lock test latency at 7000 and 8000 ms) are under 1 ms.

Figure 3.4: Preemption latency on a Preemptible Lock-Breaking Linux kernel.

and the fork stress test for a long time (the tests were run for 10 hours and 36 million samples

were collected).

Memory Stress I/O Stress ProcFS Stress Fork Stress
Standard Linux 18956 µs 28314 µs 3563 µs 617 µs
Low-Latency 293 µs 292 µs 3379 µs 596 µs
Preemptible 18848 µs 392 µs 224 µs 645 µs
Pre. Lock-Breaking 239 µs 322 µs 231 µs 537 µs

These tests were run for 10 hours. The figures shown are the worst-case (maximum) numbers.

Table 3.2: Maximum preemption latencies for four different kernels under different loads.

We do not show the console switch and caps-lock tests results because they did not show any

difference with respect to the values in Table 3.1. These experiments confirmed that none of the

evaluated patches reduces the caps-lock switch latency. In addition, the Preemptible and Lock-

Breaking kernels significantly reduce the console switch latency with respect to the standard or

the Low-Latency kernel.

Although the worst case values shown in Table 3.2 are higher than in Table 3.1, the results
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are qualitatively similar. Thus, 1) the Low-Latency kernel reduces latency during the memory

stress test and the I/O stress test but not during the procfs stress test or during console switch

tests (not shown here), 2) the preemptible kernel reduces latency during the procfs stress test and

during the console switch tests (not shown here) but not during the memory stress test, and 3) the

Lock-Breaking kernel reduces all these latencies.

In addition to the worst case latencies, we are also interested in looking for outlier latencies

for which we plot a distribution of the preemption latencies as shown in Figure 3.5. This figure

shows the latencies measured during the I/O stress test in the standard Linux kernel, the Low-

Latency kernel, the Preemptible kernel and the Lock-Breaking kernel. Note that for the latter

three kernels the probability of measuring latencies higher than 20 µs is less than 0.01. The graph

shows that the Preemptible and Lock-Breaking kernels have lower latency with higher probability

(their probability distribution rises faster). For example, the probability of having latencies larger

than 10 µs is 0.00534 on a Preemptible kernel and 0.00459 on a Lock-Breaking kernel but 0.558 on

a Low-Latency kernel). Hence, we see that the Lock-Breaking kernel performs slightly better than

the Low-Latency and the Preemptible kernels. Based on these results, we have integrated Love’s

Lock-Breaking kernel patch into TSL. In the rest of the thesis, when we perform experiments on

TSL, we use this kernel preemption code.

3.3.1.3 Discussion

We noticed in Table 3.2 that the Low-Latency kernel has the smallest worst-case latency for the

I/O stress test even though its probability distribution function in Figure 3.5 is poorer than the

Preemptible and the Lock-Breaking kernels. To understand this issue further, we zoomed in on

the top part of Figure 3.5 which would help us see the worst case better.

Figure 3.6, which presents the zoomed plot, shows the Preemptible and the Lock-Breaking

kernels have latency distributions with longer tails in 0.2% cases. For example, the probability

of having latencies larger than 40 µs is 290.1 ∗ 10−5 on a Preemptible kernel, 183.5 ∗ 10−5 on

a Lock-Breaking kernel but only 12.6 ∗ 10−5 on a Low-Latency kernel. Hence, the Preemptible

and the Lock-Breaking kernels perform better if latencies less than 20 us are needed while the

Low-Latency kernel is slightly better (in 0.2% cases) if latencies between 20 us and 100 us are

needed. We are currently investigating why the Lock-Breaking kernel performs worse than the
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This test is performed with firm timers and with the I/O stress test in background. The Pre-
emptible and Preemptible Lock-Breaking kernels have lower latency with higher probability as
compared to the Low-Latency kernel because their probability distribution rises faster.

Figure 3.5: Distribution of latency on different versions of the Linux kernel.

Low-Latency kernel in this region even though it has all the preemption points that exist in the

Low-Latency kernel. One reason may be that the preemptible nature of the Lock-Breaking kernel

exposes some long-running paths that were not possible or highly improbable in the Low-Latency

kernel.

3.3.2 Overhead

The overhead of the explicit preemption and the preemptible kernel approaches lies in the cost

of executing code at the newly inserted preemption points. At each preemption point, there is a

cost associated with checking for preemption, and then, if scheduling is needed, there is a cost for

executing preemption.

We do not explicitly measure the cost for executing preemption because that depends on the

workload. In particular, one instance where we expect that more preemption will occur with

these approaches is when firm timers are used, since firm timers can cause preemption at a finer

granularity. The overhead of executing preemption is taken into account in our firm-timer overhead
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This figure shows that although the Low-Latency kernel has higher latency than the Preemptible
and Preemptible Lock-Breaking kernels 99.8% times, it has a shorter tail and thus has better
worst-case performance.

Figure 3.6: A zoom of the top part of Figure 3.5.

experiments in Section 2.4.2, where we showed that firm timers have no more than 1.5% overhead

as compared to timers in standard Linux. Hence, the overhead of executing preemption in this

case must be less than 1.5%.

Here we measure the cost associated with checking for preemption in TSL. Our TSL imple-

mentation incorporates the Lock-Breaking Preemptible kernel code which combines both the pre-

emptible kernel and the explicit preemption approaches. Hence, our measurements should give a

worst case overhead number (i.e., the overhead should be greater than either of these approaches).

We measure the cost of checking for preemption by running the set of benchmarks described

in Section 3.3.1 that are known to stress preemption latency in Linux. In particular, we ran the

memory access test, the fork test and the file-system access test. Note that these tests are designed

to stress preemption checks and thus measure their worst-case overhead. We expect that these

checks will have a much smaller impact on real applications. The memory test sequentially ac-

cesses a large integer array of 128 MB and thus produces several page faults in succession. The

fork test creates 512 processes as quickly as possible. The file-system test copies data from a user
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buffer to a file that is 8 MB long and flushes the buffer cache. It also reads data from an 8 MB

long file. The reads are writes are done several times, 2 MB at a time. By running these tests, we

expect to hit the various additional preemption checks that exist in TSL as compared to Linux. We

measured the ratio of the completion times of these tests under TSL and under Linux in single user

mode. Since no other process is running, these tests do not cause additional preemption execution

and thus we are able to evaluate the cost of checking the additional preemption points. Firm timers

were disabled in this experiment because we did not want to measure the cost of checking for soft

timers.

The memory test under TSL has an overhead of 0.42 ± 0.18 percent while the fork test has an

overhead of 0.53± 0.06 percent. The file system test did not have a significant overhead (in terms

of confidence intervals). These tests indicate that the overhead of checking for preemption points

in TSL versus standard Linux is very low.

3.4 Application-Level Evaluation

This section evaluates the timing behavior of a low-latency application running on Time-Sensitive

Linux. Until now, we have evaluated the timer and preemption latencies in the kernel in isolation

through micro-benchmarks. Here, we perform evaluation at the application level and show how

these techniques help to improve the performance of a realistic low-latency application called

mplayer [80]. Mplayer is a stored multimedia player that can handle several different media

formats. We measure the improvement in audio/video synchronization in mplayer under Time-

Sensitive Linux compared to standard Linux.

Mplayer synchronizes audio and video streams by using time-stamps that are associated with

the audio and video frames. The audio card is used as a timing source (i.e., ideally the video frame

is displayed when its time-stamp is the same as the time-stamp of the currently playing audio

frame). To do so, audio samples are written into the audio card buffer, and when a video frame is

decoded, its time-stamp is compared with the time-stamp of the currently playing audio sample.

If the video time-stamp is smaller than the audio time-stamp then the video frame is late (i.e., a

video deadline has been missed) and it is immediately displayed. Otherwise, the system sleeps

until the difference between the video and audio time-stamps then displays the video.



49

On a responsive kernel with sufficient available CPU capacity, audio/video synchronization

can be achieved by simply sleeping for the correct amount of time. Thus, mplayer uses the Linux

nanosleep() call for synchronization. Unfortunately, if the kernel is unresponsive, mplayer

will not be able to sleep for the correct amount of time leading to poor audio/video synchroniza-

tion and high jitter in the inter-frame display times. Synchronization skew and display jitter are

correlated and hence we only present results for audio/video synchronization skew. To avoid a

temporary overload situation, where a frame cannot be decoded on time, we use a small sized

video clip that takes less than 20% of the CPU on an average.

We compare the audio/video skew of mplayer on standard Linux and on TSL under three

competing loads: 1) non-kernel CPU load, 2) kernel CPU load, and 3) file system load. For non-

kernel load, a user-level CPU stress test is run in the background. For kernel CPU load, a large

memory buffer is copied to a file, where the kernel uses the CPU to move the data from the user to

the kernel space. Standard Linux does this activity in a non-preemptible section. This load spends

90% of its execution time in kernel mode. For the file system load, a large directory is copied

recursively and the file system is flushed multiple times to create heavy file system activity. We

expect disk activity to effect the timing of mplayer under both Linux and TSL. However, TSL has

shorter non-preemptible sections and hence the mplayer timing should not be affected much. In

each of these tests, mplayer is run for 100 seconds at real-time priority. To avoid priority inversion

effects, the X11 server is also run at the same real-time priority as mplayer.

3.4.1 Non-kernel CPU Competing Load

Figure 3.7 shows the audio/video skew in mplayer on Linux and on TSL when a CPU stress test

is the competing load. This competing load runs an infinite loop consuming as much CPU as

possible but is run at a lower priority than mplayer and the X11 server. Figure 3.7 (a) shows that

for standard Linux the maximum skew is large and close to 18000 µs while Figures 3.7 (b) and

3.7 (c) shows that the skew on TSL is significantly smaller and is less than 500 µs. This result can

be explained by the fact that the system is relatively unloaded in terms of kernel activity (i.e., the

CPU stress test runs user-level code), and the skew on standard Linux in this case is dominated

by timer latency which can be as large as 22000 µs (see Section 2.4.1). On TSL, timer latency is

small (less than 2-5 µs) and hence the latency is dominated by preemption latency, which can be
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Background load is a user-level CPU stress test that runs an empty loop. The mplayer process
and the X server are run at real-time priority. Figure (c) is a zoom of Figure (b).

Figure 3.7: Audio/video skew on Linux and TSL under non-kernel CPU load.

caused for various reasons such as reading the MPEG file from disk, etc. (see Section 3.3.1).

3.4.2 Kernel CPU Competing Load

The second experiment compares the audio/video skew in mplayer on Linux and on TSL when the

background load copies a large 8 MB memory buffer to a file with a single write system call.

Figure 3.8 (a) shows the audio/video skew is as large as 60000 µs for Linux. In this case, the kernel

moves the data from the user to the kernel space in a non-preemptible section. Figures 3.8 (b) and

3.8 (c) shows that the maximum skew is less than 600 µs on TSL. Linux. This improvement occurs
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Background load copies a 8 MB buffer from user level to a file with a single write call. Figure
(c) is a zoom of Figure (b).

Figure 3.8: Audio/video skew on Linux and on TSL with kernel CPU load.

as a result of improved kernel preemptibility for large write calls in TSL.

3.4.3 File System Competing Load

The third experiment compares the audio/video skew in mplayer on Linux and on TSL when the

background load repeatedly copies a compiled Linux kernel sources directory recursively and then

flushes the file system. This directory has 13000 files and 180 MB of data and is stored on the

Linux ext2 file system. The kernel uses DMA for transferring disk data. Figure 3.9 (a) shows

that the skew under Linux can be as high as 200000 µs while Figures 3.9 (b) and 3.9 (c) show that
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(c) TSL (zoom)

Background load repeatedly copies a compiled Linux kernel sources directory recursively and
then flushes the file system. Figure (c) is a zoom of Figure (b).

Figure 3.9: Audio/video skew on Linux and on TSL with file-system load.

skew is less than 450 µs on TSL. This result shows that TSL can provide low latencies even under

heavy file-system and disk load.

3.5 Conclusions and Future Work

In this chapter, we have reviewed various schemes that have been proposed to reduce preemption

latency in general-purpose OSs. Our goal was to evaluate these schemes, which have been imple-

mented by others in the context of the Linux kernel, to determine how well they reduce preemption
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latency in the presence of heavy system loads. After this evaluation, we wanted to incorporate the

best scheme is TSL. Our evaluation showed, a little surprisingly, that a kernel in which preemp-

tion points have been explicitly placed based on kernel profiling can often have lower preemption

latency than the preemptible kernel approach. However, as expected, combining these two ap-

proaches generally yields the best results. As a result, we have incorporated the Lock-Breaking

Preemption code in TSL. Our overhead experiments show that the additional cost of checking for

preemption in TSL compared to Linux is very low.

In the future, we plan to compare the performance of the Low-Latency kernel and the Lock-

Breaking kernel in more detail as explained in Section 3.3.1.3.

Recall from Section 2.2, which described the design of firm timers, that firm timers use soft

timers to deal with the problem of interrupt overhead associated with fine-grained timing. Soft

timer checks are normally placed at kernel exit points where kernel critical sections end and where

the scheduler function can be invoked. The use of a preemptible kernel design in TSL reduces the

granularity of non-preemptible sections in the kernel and potentially allows more frequent soft

timer checks at the end of spinlocks and hence can provide better timing accuracy. The key issue

here is the overhead of this approach, which depends on the ratio Ns/Nc (i.e., whether sufficient

additional soft timers fire as a result of the additional soft checks). While our current firm timer

implementation does not check for timers at the end of each spinlock, we plan to evaluate this

approach in the future.



Chapter 4

Adaptive Send-Buffer Tuning

In this chapter, we develop an adaptive buffer-size tuning technique that reduces output latency

for TCP, the most commonly used transport protocol on the Internet today. This technique enables

low-latency video streaming over TCP. TCP-based video streaming is desirable because TCP pro-

vides congestion controlled delivery, which is largely responsible for the remarkable stability of

the Internet despite an explosive growth in traffic, topology and applications [53]. In addition,

TCP handles flow control and packet losses, so applications do not have to perform packet loss

recovery. This issue is especially important because the effects of packet loss can quickly become

severe. For instance, loss of the header bits of a picture typically renders the whole picture and

possibly a large segment of surrounding video data unviewable. Thus media applications over

a lossy transport protocol have to implement complex recovery strategies such as FEC [96] that

potentially have high bandwidth and processing overhead.

The buffer tuning technique does not change the TCP protocol and is thus attractive in terms

of deployment. We implement this technique in TSL and our evaluation shows that a significant

portion of end-to-end latency in TCP flows occurs as a result of output-buffer latency and that

adaptive buffer sizing is able to remove this latency component [39]. Hence, adaptive buffer

tuning enables low-latency streaming applications, such as responsive media control operations

(e.g., the sequence of start play, fast forward and restart play) and video conferencing, over the

TCP protocol.

Note that adaptive send-buffer size tuning reduces output-buffer latency in TCP, but introduces

this same latency at the application level because applications are only allowed to write packet

data at a later point in time. Fortunately, this issue is not a problem because low-latency streaming

applications can adapt their bandwidth requirements using techniques such as prioritized data

54
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dropping and dynamic rate shaping [94, 31, 64]. For example, if TCP does not allow timely

writes, the sender application can drop low-priority data and then send timely and high priority

data at the next write, which will arrive at the receiver with low delay. With low output-buffer

latency, a quality-adaptive application can delay committing data to TCP and thus it can send

more timely data.

While our technique reduces latency, it also reduces network throughput. We explore the

reasons for this effect and then propose a simple enhancement to the technique that allows trading

latency and network throughput.

4.1 Adapting Send-Buffer Size

Recall that output latency is the time between when the application generates output to the time

when this output is delivered to the external world. For TCP flows, this is the time from when

an application writes to the kernel to the time that data is transmitted on the network interface on

the sender side. To understand the reasons for output latency in TCP, we need to briefly examine

TCP’s transmission behavior. TCP is a window-based protocol, where its window size is the

maximum number of unacknowledged and distinct packets in flight in the network at any time.

TCP stores the size of this current window in the variable CWND. When an acknowledgment (or

ACK) arrives for the first packet that was transmitted in the current window, the window is said to

have opened up, and then TCP transmits a new packet. Given a network round-trip time RTT, the

throughput of a TCP flow is roughly CWND/RTT, because CWND packets are sent by TCP every

round-trip time.

Since TCP is normally used in a best-effort network, such as the Internet, it must estimate

bandwidth availability. To do so, it probes for additional bandwidth by slowly increasing CWND,

and hence its transmission rate, by one packet every round trip time, as shown in Figure 4.1.

Eventually, the network drops a packet for this TCP flow, and TCP perceives this event as a

congestion event. At these events, TCP drops its CWND value by half to reduce its transmission

rate.

Before TCP transmits application packets, it stores them in a fixed size send buffer, as shown

in Figure 4.2. This buffer serves two functions. First, it handles rate mismatches between the
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Figure 4.1: TCP congestion window (CWND).

application’s sending rate and TCP’s transmission rate. Second, since TCP is a reliable protocol,

this buffer is used to keep copies of the packets in flight (its current window) so they can be

retransmitted if needed. Since CWND stores the number of packets in flight, its value can never

exceed the send buffer size. Hence, a small size send buffer can significantly restrict throughput

since TCP throughput is proportional to CWND.

Unfortunately, if a fixed size send buffer is large, it can introduce significant output latency in

a TCP stream. Consider the following example of how it affects latency. The send buffer in most

current Unix kernels is at least 64 KB. For a 300 Kbs video stream, a full send buffer contributes

1700 ms of delay. This delay increases for a smaller bandwidth flow or when the flow faces

increasing competition since the stream bandwidth goes down. By comparison, the round trip

time generally lies between 50-100 ms for coast-to-coast transmission within the United States.

Figure 4.2 shows that the first CWND packets in the send buffer have been transmitted or

are in flight. Hence, these packets do not contribute to any output latency for a packet that is

newly accepted in the send buffer. However, the rest of the packets have to sit in the send buffer

until acknowledgments have been received for the previous packets. We refer to these packets as

blocked packets. Unfortunately, these packets contribute to output latency for a TCP flow.

It should be clear from this discussion that output latency can be minimized if the size of the

send buffer is no more than CWND packets because a larger buffer allows blocked packets and
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TCP’s send buffer serves two functions. It matches the application’s rate with the network trans-
mission rate. It also stores CWND packets that are currently being transmitted in case they are
needed for retransmission. These packets do not introduce any output latency because they have
already been transmitted. The rest of the packets (shown as blocked packets in the figure) can
add significant output latency.

Figure 4.2: TCP’s send buffer.

thus introduces output latency. However, a buffer smaller than CWND packets is guaranteed to

limit throughput because CWND gets artificially limited by the buffer size rather than congestion

or receiver buffer size feedback in TCP. Hence, tuning the send buffer size to follow CWND should

minimize output latency without significantly affecting flow throughput. Since CWND changes

dynamically over time, as shown in Figure 4.1, we call this approach adaptive send-buffer tuning.

In essence, this approach separates the two functions of the send buffer: holding packets for

retransmission and rate matching. The first function doesn’t add output latency. The second

can add significant output latency and should be eliminated for low-latency streams. We have

implemented this approach, which we call MIN_BUF TCP, in Time-Sensitive Linux (TSL). Our

implementation is described in Section 4.4.
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A MIN_BUF TCP flow blocks an application from sending data when there are CWND pack-

ets in the send buffer. Later, the application is allowed to send data when at least one packet can

be admitted in the send buffer. Consider the operation of a MIN_BUF TCP flow. The send buffer

will have at most CWND packets after an application writes a packet to the socket. MIN_BUF

TCP can immediately transmit this packet since this packet lies within TCP’s window. After this

transmission, MIN_BUF TCP will wait for the arrival of an ACK for the first packet in the current

window. When the ACK arrives, TCP’s window opens up by at least one packet and thus a packet

can be admitted in the send buffer. Once again the application can write a packet to the send buffer

which is transmitted immediately without introducing any output latency.

Hence, as long as packets are not dropped in the network, MIN_BUF TCP will not add any

output-buffering latency to the stream. Delay is added only as a result of packet dropping in the

network. In this case, some packets that have already been admitted in the send buffer will have to

be retransmitted, so these packets are delayed. Our experiments in Section 4.6 show that this delay

is generally no more than the network round-trip time, which is much smaller than the standard

TCP send-buffer delay.

MIN_BUF TCP removes sender-side buffering latency from the TCP stack so that low-latency

applications are allowed to handle buffering themselves. This approach allows applications to

adapt their bandwidth requirements to maintain low latency through data scalability techniques

such as frame dropping, priority data dropping and dynamic rate shaping [94, 31, 64]. More

precisely, the benefit of MIN_BUF TCP streaming is that the sending side application can wait

longer before making its adaptation decisions (i.e., it has more control and flexibility over what

data should be sent and when it should be sent). For instance, if MIN_BUF TCP doesn’t allow the

application to send data for a long time, the sending side can drop low-priority data. Then it can

send higher-priority data which will arrive at the receiver with low delay (instead of committing the

low-priority data to a large TCP send-buffer early and then losing control over quality adaptation

and timing when that data is delayed in the send buffer). This approach trades data quality for

timely delivery and is also called adaptive quality of service [94, 95, 65].

Note that in this work we do not modify TCP receive-side buffering because we expect appli-

cations to aggressively remove data from the receive-side buffer. Thus, receive-side delay is only

as issue when packets are retransmitted by TCP. This issue is discussed further in Section 4.3.1.
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The next section analyzes how MIN_BUF TCP flows affect throughput and then extends our

MIN_BUF approach to allow trading between latency and throughput. In addition to output la-

tency, we are also interested in end-to-end latency for applications that stream data with MIN_BUF

TCP. Section 4.3 describes two key factors, packet dropping and TCP congestion control that af-

fect the end-to-end latency of MIN_BUF TCP flows. Then, Section 4.4 describes the implemen-

tation of MIN_BUF TCP flows in TSL. Section 4.5 explains our methodology for evaluating this

technique and Section 4.6 presents our results. Finally, Section 4.8 justifies our claims about the

benefits of our buffer-size tuning approach for low-latency streaming over TCP.

4.2 Effect on Throughput

The size of the send buffer in standard TCP is large because it helps TCP throughput. To un-

derstand this issue, consider that our send-buffer size adaptation approach will impact network

throughput when standard TCP could have sent a packet but there are no new packets in the

MIN_BUF TCP’s send buffer. This condition can occur for several reasons. First, with each ACK

arrival, standard TCP has a packet in the send buffer that it can send immediately. With MIN_BUF

TCP, the send buffer size is limited to CWND, so it must inform the application and the application

must write the next packet before it can send it as shown in Figure 4.3. With this loop, system tim-

ing and other components of input latency such as preemption latency and scheduling latency can

affect MIN_BUF TCP throughput. Second, delayed and back-to-back ACK arrivals exacerbate

this problem. Finally, the same problem occurs when TCP increases CWND.

These adverse affects on MIN_BUF TCP throughput can be reduced by adjusting the buffer

size so that it is slightly larger than CWND. To clearly understand how much the buffer size should

be increased, we need to consider events in TCP which cause new packets to be transmitted. There

are four such events: ACK arrival, delayed ACK arrival, CWND increase and back-to-back ACK

arrivals due to ACK compression [102]. These events and the way MIN_BUF TCP can handle

them are described below.

ACK Arrival: Consider a stream of TCP packets where a contiguous set of CWND packets are

currently being transmitted and constitute the current TCP window. When an ACK arrives

for the first packet in the window, the window moves forward and admits a new packet in
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With MIN_BUF TCP, arriving ACKs cause TCP to ask the application for the next packet be-
cause there are no “blocked” packets (see Figure 4.2). Thus an additional loop is introduced
compared to standard TCP. This loop can reduce MIN_BUF TCP throughput.

Figure 4.3: System timing affects MIN_BUF TCP throughput.

the window, which is then transmitted by TCP. In this case, the MIN_BUF TCP send buffer

should buffer one extra packet in addition to the CWND packets to avoid the loop shown in

Figure 4.3. Then it can immediately send this packet upon ACK arrival instead of asking

for the packet from the application.

Delayed ACK: To save bandwidth in the reverse direction, most TCP implementations delay

ACKs and send, by default, one ACK for every two data packets received. Hence, each

ACK arrival opens TCP’s window by two packets. To handle this case, MIN_BUF TCP

should buffer two additional packets.

CWND Increase: During steady state, when TCP is in its additive increase phase, TCP probes

for additional bandwidth by increasing its window by one packet every round-trip time.

Hence, TCP increments CWND by 1. At these times, the ACK arrival allows releasing two

packets. With delayed ACKs, 3 packets can be released. Hence MIN_BUF TCP should

buffer three additional packets to deal with this case and delayed ACKs.

ACK Compression: At any time CWND TCP packets are in transit in the network. Due to a

phenomenon known as ACK compression [102] that can occur at routers, ACKs can arrive

at the sender in a bursty manner. In the worst case, the ACKs for all the CWND packets
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can arrive together.1 To handle this case, MIN_BUF TCP should buffer 2 * CWND packets

(CWND packets in addition to the first CWND packets). Note that the default send buffer

size can often be much larger than 2 * CWND and thus we expect lower output latency even

in this case.

If we take CWND increase into account with ACK compression, then TCP can send as many

as CWND + 1 packets at once. Hence, in this case, MIN_BUF TCP should allow buffering

2 * CWND + 1 packets to achieve throughput comparable to TCP. In fact, we expect that

if MIN_BUF TCP allows 2 * CWND + 1 packets in the send buffer, then its throughput

should not differ from TCP throughput at all [74].

To study the impact of the send-buffer size on throughput and latency, we add two parameters A

and B to MIN_BUF TCP flows. With these parameters, the send buffer is limited to A∗CWND+B

packets at any given time. The send-buffer size is at least CWND because A must be an integer

greater than zero and B is zero or larger (but less than CWND). Note that the parameters A and B

represent a trade-off between latency and throughput. Larger values of A or B add latency but can

improve throughput, as explained above. In general, we expect that for every additional CWND

blocked packets, output latency will increase by a network round-trip time since a packet must

wait for an additional CWND ACKs before being transmitted. These additional CWND ACKs,

by the very definition of CWND, arrive over the course of a round-trip time.

From now on, we call a MIN_BUF TCP stream with parameters A and B, a MIN_BUF(A,B)

stream. Hence, the original MIN_BUF TCP flow which limited the send-buffer size to CWND

packets is a MIN_BUF(1, 0) flow. For the send-buffer limit, we use two parameters instead of one

because CWND is a variable and we wanted to test our hypothesis that a MIN_BUF TCP flow

with 2 * CWND + 1 packets (or a MIN_BUF(2, 1) flow) has the same throughput as a standard

TCP flow.

Note that the buffer size of a MIN_BUF stream changes in an asymmetric manner when TCP

changes the value of CWND as a result of its congestion control or avoidance algorithm. When

CWND increases, the buffer size increases immediately. For example, if CWND increases by

1Once this occurs, TCP sends CWND+1 packets in a burst in response to all the ACK arrivals, which causes the
ACKs to arrive in bursts again. Thus the burstiness in packet transmissions does not go away.
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one, then a MIN_BUF(1, 0) flow will allow the insertion of one additional packet in the send

buffer immediately. However, when CWND decreases, the buffer size decreases slowly as packets

are drained. For example, if CWND decreases by one, then a MIN_BUF(1, 0) flow that had no

blocked packets, will have one blocked packet since the MIN_BUF(1, 0) buffer size has decreased

by one. Once the blocked packet is transmitted, the new buffer size comes into effect.

4.3 Protocol Latency

In addition to reducing output latency, we are also interested in minimizing the end-to-end latency

experienced by a network streaming application. In particular, we will be evaluating protocol la-

tency for MIN_BUF TCP flows, which we define as the time difference from a write on the sender

side to a read on the receiver side, both at the application level (i.e., socket to socket) latency.

From this definition, it should be clear that protocol latency is composed of three components:

output latency at the sender, network latency and input latency at the receiver. Our evaluation in

Section 4.6 examines TCP protocol latency by measuring these three latencies at the sender side,

on the network, and at the receiver side under various network conditions. Our results show that a

substantial portion of protocol latency occurs on the sender side due to TCP’s send buffer. Hence,

MIN_BUF TCP flows can reduce protocol latency significantly.

Once MIN_BUF TCP flows remove output latency due to TCP’s send buffer, latency due to

packet dropping and TCP congestion control becomes visible in protocol latency. Their effects on

protocol latency are described below.

4.3.1 Effect of Packet Dropping on Latency

When packets are dropped in the network, they have to be retransmitted by TCP. Due to the

round-trip time needed for the dropped packet feedback, these retransmitted packets can add a

round-trip delay for all packets in the send-buffer that follow them. Further, since TCP is an in-

order protocol, the receiving side does not deliver packets that arrive out-of-order to the application

until the missing packets have been received. Hence, a dropped packet adds at least an additional

round-trip time to protocol latency for as many as CWND packets (i.e., protocol latency increases

by a round-trip time for a round-trip time). We will see this effect in Section 4.6.4, when we
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analyze the causes of protocol latency in detail.

4.3.2 Effect of TCP Congestion Control on Latency

TCP congestion control is the algorithm that TCP uses to adjust its CWND value and thus its

transmission rate in response to congestion feedback. Normally, TCP perceives a network conges-

tion event when it notices that a packet has been dropped. Hence, the effects of congestion control

on protocol latency are similar to the effects of packet dropping on protocol latency. However, as

we have seen above, packet dropping is guaranteed to introduce additional protocol latency and

can lead to degraded throughput.

An alternative to using packet dropping as an implicit congestion event is an explicit conges-

tion notification (ECN) mechanism for TCP [32]. With ECN, routers use active queue manage-

ment and explicitly inform TCP of impending congestion by setting an ECN bit on packets that

would otherwise have been dropped by the router. This ECN bit is received by the receiver and

then returned in an ACK packet to the sender. The TCP sender considers the ECN bit as a conges-

tion event and reduces CWND, and thus its sending rate, as shown in Figure 4.1, before packets

are dropped in the network due to congestion. Hence, TCP enabled with ECN (TCP-ECN) can

reduce network load and packet dropping in the network while allowing the continued use of TCP

congestion control.

In essence, ECN allows TCP congestion control to operate even without packet dropping.

Hence, let’s consider how protocol latency is affected in MIN_BUF TCP flows when CWND

changes independently of packet dropping, such as with TCP-ECN flows. When CWND increases

during bandwidth probing, no output latency is added in the send buffer because a packet newly

admitted into the send buffer can be sent immediately.

When CWND decreases, but not as a result of packet dropping, we need to consider two

cases. First, when there are no blocked packets in the send buffer (i.e., the MIN_BUF(1, 0) case),

a reduction in CWND obviously does not affect output latency and protocol latency since there are

no untransmitted packets that can get delayed in the buffer. A reduction in CWND causes the send-

buffer to allow the application to write data later than it would have otherwise, but we assume that

the application handles this delay by adapting their bandwidth requirements, as discussed earlier

in Section 4.1. Note that, as explained above, with packet dropping, at least a full round-trip time
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is added to protocol latency for the CWND packets in flight even if there are no blocked packets.

Latency is added for packets that are retransmitted and for packets that arrive out-of-order on the

receiver side.

Second, when there are blocked packets in the send buffer (i.e., the MIN_BUF(A,B) case

where B > 0), a reduction in CWND introduces additional delay for these blocked packets.

Assume that the value of CWND before it was reduced is CWNDo and the new reduced value

of CWND is CWNDn. Then the first blocked packet must wait for CWNDo − CWNDn addi-

tional ACKs to arrive indicating that these many data packets have left the network before it can

be transmitted [6, 73]. Assuming ACKs are paced (equidistant), they are RTT/CWNDo apart,

where RTT is the round-trip time. Hence the delay added to the blocked packets is (CWNDo −

CWNDn)/CWNDo ∗ RTT. Note that this delay is in addition to the delay that these packets

would already have experienced if CWND had not changed. As an example, if CWNDn is half

of CWNDo, then half a round-trip time delay is added to the blocked packets. Note that when

CWND is halved due to packet dropping, a full round-trip time delay is introduced in addition to

this half round trip delay. Hence, in both cases (no blocked or blocked packets), CWND reduction

via packet dropping adds an additional round-trip delay compared to CWND reduction without

packet dropping.

A new algorithm called rate-halving [73] has been proposed that paces packet transmissions

when CWND is changed. Instead of waiting for several ACKs before sending the first blocked

packet, it paces the blocked packets at a rate slower than the arrival of ACKs (actually at half the

rate since the new CWND is reduced to half the old CWND). Hence, the sending rate eventually

converges from the old CWND to the new (and reduced) CWND rate. This approach avoids bursts

and also helps to reduce the additional delay in the send buffer that we have calculated above. For

example, when CWND is halved, the first blocked packet waits for two ACKs, the second for

four ACKs, etc., instead of the first blocked packet (and thus all packets) waiting for CWND/2

ACKs in TCP and TCP-ECN. The experiments presented later in this chapter use this rate-halving

technique, which has recently become available in the current versions of Linux.
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4.4 Implementation

To implement adaptive tuning of the send-buffer size, we have made a small modification to the

TCP stack on the sender side in the TSL kernel. This modification can be enabled per socket by

using a new SO_TCP_MIN_BUF option, which limits the send buffer size to A ∗ CWND + B

packets2 at any given time, where A and B are parameters. By default A is one and B is zero for

minimum send-buffer latency, but these values can be made larger with the SO_TCP_MIN_BUF

option. With MIN_BUF TCP flows, the application is allowed to send when at least one packet

can be admitted in the send buffer.

Correction for SACK TCP

Standard TCP uses cumulative acknowledgments in which received segments that are not at the

left edge of the receive window are not acknowledged. This forces the sender to either wait a

round-trip time to find out about each lost packet, or, if it is aggressive, to unnecessarily retransmit

segments which have already been correctly received [30]. With the cumulative acknowledgment

scheme, multiple dropped segments generally cause TCP to lose its ACK-based clock, reducing

overall throughput catastrophically.

A Selective Acknowledgment (SACK) TCP helps to overcome these limitations. The receiv-

ing TCP sends back SACK packets to the sender informing the sender of data packets that have

been received. The sender can then retransmit only the missing data segments. The number of

selectively acknowledged packets that have been received by the sender in a round trip is kept in

a variable called sacked_out in the Linux implementation of SACK TCP. When selective ac-

knowledgments arrive, the packets in flight are no longer contiguous (i.e., do not have contiguous

sequence numbers) but lie within a CWND+sacked_out packet window.

Our previous discussion regarding the send buffer limit applies for a non-SACK TCP imple-

mentation, where the packets in flight are in a contiguous window. For TCP SACK [72], we make

a sack correction by adding the sacked_out term to A ∗CWND+B. We make the sack correction

to ensure that the send buffer limit includes the non-contiguous window of packets in flight and is

2We assume that the size of each application packet is the maximum segment size (MSS).
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thus at least CWND+sacked_out. Without this correction, TCP SACK is unable to send new pack-

ets for a MIN_BUF TCP flow and assumes that the flow is application limited. As a consequence,

it reduces the congestion window multiple times after the arrival of selective acknowledgments.

4.5 Evaluation Methodology

In this section, we describe the tests we performed to evaluate the latency and throughput behavior

of standard TCP and MIN_BUF TCP streams under various network conditions. All streams use

TCP SACK and MIN_BUF TCP streams use the sack correction described in Section 4.4. We

performed our experiments on a Linux 2.4 test-bed that simulates WAN conditions by introducing

delay at an intermediate Linux router in the test-bed.

We experimented with three MIN_BUF TCP streams, MIN_BUF(1, 0), MIN_BUF(1, 3) and

MIN_BUF(2, 0)3, and compared their latency and throughput behavior with standard TCP. These

streams should have increasing latency and throughput. A MIN_BUF(1, 0) stream is the default

stream which should have the least protocol latency. We chose a MIN_BUF(1, 3) stream (which

allows three packets in addition to the current packets in flight) to take ACK arrivals, delayed

ACKs and CWND increase into account. Recall from Section 4.2 that these three events can cause

a maximum of three packets to be released at the same time. Finally, we chose a MIN_BUF(2, 0)

stream because we expect it to have throughput close to TCP, as explained in Section 4.2. We

expect that the average latency of a MIN_BUF(2, 0) flow is about a round-trip time greater than

a MIN_BUF(1, 0) flow. However, it should have lower latency than standard TCP since TCP can

buffer more than 2 * CWND packets.

We assume that low-latency applications use non-blocking read and write socket calls. These

calls ensure, for example, that the sending side is not blocked from doing other work, such as

media encoding, while the network is busy. In addition, the sending side can make adaptation

decisions such as low-priority data dropping based on the failure of non-blocking write calls.

With non-blocking calls, the protocol latency is measured from when the packet write is initiated

on the sender side to when the same packet is completely read on the receiver side.

3In hindsight, we should have chosen a MIN_BUF(2, 1) stream to account for the CWND increase also, as explained
earlier.
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The experiments in this chapter measure the improvement in protocol latency as a result of

adaptive buffer tuning which reduces sender-side output latency. We ignore input latency on the

sender-side kernel, output latency on the sender side and the processing latency incurred at the

application level on the sender and receiver sides since this latter latency is application dependent.

However, these latencies must also be included when studying the feasibility of a low latency

application such as an interactive conferencing application. In Chapter 4.7, we perform additional

experiments on a media streaming application to evaluate end-to-end latency at the application

level.

4.5.1 Experimental Scenarios

Our first set of tests considers the latency behavior of TCP streams in a heavily loaded network

environment. In such an environment the level of network congestion can change dynamically and

rapidly with sudden bursts of incoming traffic. To emulate this environment, we run experiments

with varying numbers of flows that trigger increase and decrease in congestion. For our experi-

ments, we use three types of flows: 1) long-lived TCP flows, 2) bursts of short-lived TCP flows,

and 3) a constant bit rate (CBR) flow, such as a UDP flow. The long-lived TCP flows are designed

to simulate other streaming traffic. The bursts of short-lived TCP flows simulates web transfers.

In our experiments, the small flows have fixed packet sizes and they are run back to back so that

the number of active TCP connections is roughly constant [49]. The CBR flow simulates non-

responsive UDP flows. While these traffic scenarios do not necessarily accurately model reality,

they are intended to explore and benchmark the latency behavior of standard TCP and MIN_BUF

TCP streams in a well characterized environment.

The second set of tests measures the relative throughput share of TCP and MIN_BUF TCP

streams. Here we are mainly concerned with the bandwidth lost by MIN_BUF TCP traffic. These

experiments are performed with the same types of competing flows described above. Third, we

measured the CPU overhead of TCP and MIN_BUF TCP flows to understand the differences in

the operational behavior between TCP and MIN_BUF TCP flows.

We are interested in several metrics of a latency-sensitive TCP flow: 1) protocol latency dis-

tribution, and specifically, the percentage of packets that arrive at the receiver within a delay

threshold, 2) average packet latency, and 3) normalized throughput, or the ratio of the throughput
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of a MIN_BUF TCP flow to a standard TCP flow. We choose two delay thresholds, 160 ms, which

is related to interactive4 streaming performance, and 500 ms, which is somewhat arbitrary, but

chosen to represent the requirements of responsive media streaming control operations.

In addition to comparing the latency behavior of standard TCP and MIN_BUF TCP streams,

we are also interested in understanding TCP-ECN’s effect on protocol latency as described in

Section 4.3.2. Our results describe how this “streaming friendly” mechanism affects protocol

latency.

4.5.2 Network Setup

All our experiments use a single-bottleneck “dumbbell” topology and FIFO scheduling at the bot-

tleneck. The network topology is shown in Figure 4.4. Each box is a separate Linux machine. The

latency and throughput measurements are performed for a single stream originating at the sender

S and terminating at the receiver R1. The sender generates cross traffic for both receivers R1 and

R2. The router runs nistnet [83], a network emulation program that allows the introduction

of additional delay and bandwidth constraints in the network path. The protocol latency is mea-

sured by recording the application write time for each packet on the sender S and the application

read time for each packet on the receiver R1. All the machines are synchronized to within one

millisecond of each other using NTP.

We chose three round-trip delays for the experiments and conducted separate experiments for

each delay. These delays were 25 ms, 50 ms and 100 ms and they approximate some commonly

observed delays on the Internet. The cable modem from our home to work has 25 ms delay. West-

coast to west-coast sites or East-coast to East-coast sites in the US observe 50 ms median delay

and west-coast to east-coast sites in the US observe 100 ms median delay [47].

We ran our experiments over standard TCP and TCP enabled with ECN. For each round-trip

delay, two router queue lengths are chosen so that bandwidth is limited to 12 Mbs and 30 Mbs. The

TCP experiments use tail dropping. For ECN, we use derivative random drop (DRD) active queue

management [37], which is supported in Nistnet. DRD is a RED variant that is implemented

efficiently in software. The drdmin, drdmax and drdcongest parameters of DRD were chosen to be

4We assume that the end-to-end delay tolerance of interactive streaming lies between 200-300 ms, so the rest of the
latency is for the end points.
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1.0, 2.0 and 2.0 times the bandwidth-delay product, respectively. DRD marks 10 percent packets

with the ECN bit when the queue length exceeds drdmin, progressively increasing the percentage

until packets are dropped when the queue length exceeds drdcongest. Unlike RED, DRD does not

average queue lengths.

Receiver (R2)

Receiver (R1)

RouterSender (S)

Figure 4.4: Network topology.

4.6 Evaluation

In this section, we discuss the results of our experiments. We start by showing the effects of using

standard TCP and MIN_BUF TCP streams on protocol latency. Then we quantify the throughput

loss of these streams. We investigate the latencies observed at the TCP sender, network and the

TCP receiver and the causes of each latency. Finally, we explore using ECN enabled TCP to

improve protocol latencies.

4.6.1 Protocol Latency

Our first experiment shows the protocol latency of TCP and MIN_BUF TCP streams in response to

dynamically changing network load. The experiment is run for about 80 seconds with load being

introduced at various different time points in the experiment. The standard TCP or MIN_BUF TCP

long-lived stream being measured is started at t = 0 s. We refer to this flow as the latency flow.

Then at t = 5 s, 15 other long-lived (elephant) flows are started, 7 going to receiver R1 and 8 going

to receiver R2. At t = 20 s, each receiver initiates 40 simultaneous short-lived (mouse) TCP flows.

A mouse flow is a repeating short-lived flow that starts the connection, transfers 20 KB of data,

ends the connection and then repeats this process continuously [49]. The number of mouse flows
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was chosen so that the mouse flows would get approximately 30 percent of the total bandwidth.

At t = 40 s, CBR traffic that consumes 10 percent of the bandwidth is started. At t = 60 s, the

elephants are stopped and then the mice and the CBR traffic are stopped at t = 75 s. Figure 4.5

shows the cross traffic (elephants, mice and CBR traffic) for a 30 Mbs bandwidth, 100 ms delay

experiment. Other experiments have a similar bandwidth profile.
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The cross traffic consists of 15 elephants that consume about 60-70% bandwidth when running
together with mice, 80 mice consuming about 30% bandwidth and 10% CBR traffic.

Figure 4.5: The bandwidth profile of the cross traffic.

Figures 4.6 (a) and 4.6 (b) show the results of a run with a standard TCP and a MIN_BUF(1, 0)

stream when the bandwidth limit is 30 Mbs and the round-trip delay is 100 ms. Both these streams

originate at sender S and terminate at receiver R1. These figures show the protocol latency of the

latency flow as a function of packet receive time. The two horizontal lines on the y axis show the

160 ms and the 500 ms latency threshold.

Figure 4.7 shows the protocol latency of the three MIN_BUF TCP configurations. Note that in

this figure, the maximum value of the y axis is 500 ms. These figures show that the MIN_BUF TCP

streams have significantly lower protocol latency than a standard TCP stream. They show that,

as expected, the MIN_BUF(1, 0) flow has the lowest protocol latency while the MIN_BUF(2, 0)

has the highest protocol latency among the MIN_BUF TCP flows. The latency spikes seen in

these flows are chiefly a result of packet dropping and retransmissions as discussed earlier in
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These figures show the protocol latency of packets plotted as a function of packet receive time.
The bandwidth limit for this experiment is 30 Mbs and the round trip time is 100 ms. The
horizontal lines on the figures show the 160 ms and 500 ms latency threshold.

Figure 4.6: A comparison of protocol latencies of TCP and MIN_BUF(1,0) streams.

Section 4.3.1. We explore this issue in more detail in Section 4.6.4.

The protocol latency distribution for this experiment is shown in Figure 4.8. The experiment

was performed with 30Mbs and 12Mbs bandwidth limits and with 100 ms, 50ms and 25 ms round-

trip delays. Each experiment was performed 8 times and the results presented show the numbers

accumulated over all the runs. The vertical lines show the 160 and 500 ms delay thresholds. The

figures show that in all cases a much larger percent of TCP packets lie outside the delay thresholds

as compared to MIN_BUF TCP flows. Note that the x-axis, which shows the protocol latency in

milliseconds, is on a log scale. The figures show that, as expected, the percentage of packets with

large delays increases with increasing round-trip delay and decreasing bandwidth. The underlying

density of protocol latency for the 30 Mbs and 100 ms round-trip time experiment is shown in

Figure 4.9. The density was calculated using 100 ms bins.

The percent of packets delivered within the 160 and 500 ms delay thresholds is summarized

in Table 4.1. This table also shows that the packets delivered within the delay thresholds is very

similar for the MIN_BUF(1, 0) and MIN_BUF(1, 3) flows.

The average (one way) protocol latency for each configuration is shown in Table 4.2. Each

experiment was performed 8 times and these numbers are the mean of the 8 runs. The table shows
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These experiments were performed under the same conditions as described in Figure 4.6. Note
that the maximum value of the y axis is 500 ms, while it is 4500 ms in Figure 4.6. The figures
from top to bottom show the latency of MIN_BUF(1,0), MIN_BUF(1,3) and MIN_BUF(2,0)
flows respectively. For comparison, the maximum value of the y axis in the three graphs has the
same value. The MIN_BUF(2, 0) graph at the bottom has a few spikes above 500 ms, with the
maximum spike being 3100 ms. As we will see later, MIN_BUF(2, 0) flows are not well suited
for low-latency streaming.

Figure 4.7: A comparison of protocol latencies of 3 MIN_BUF TCP configurations.
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The experiment was performed with a 30 Mbs and 12 Mbs bandwidth limit and with 100 ms,
50ms and 25 ms round-trip delays. The vertical lines show the 160 and 500 ms delay thresholds.
The x axis, which shows the protocol latency in milliseconds, is on a log scale. The figures in the
left show the latency distribution when the bandwidth limit is 30 Mbs. The figures in the right
show the latency distribution when the bandwidth limit is 12 Mbs.

Figure 4.8: Protocol latency distribution of TCP and three MIN_BUF TCP configurations.
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The experiment was performed with a bandwidth limit and with 100 ms round-trip delays. The
vertical lines show the 160 and 500 ms delay thresholds. The density is calculated as a histogram
with a bin size of 100 ms.

Figure 4.9: Protocol latency density of TCP and three MIN_BUF TCP configurations.

Delay = 100 ms Delay = 50 ms Delay = 25 ms
Mbs Type D160 D500 D160 D500 D160 D500
30 std 0.77 0.92 0.61 0.91 0.78 0.92
30 m10 0.98 1.00 0.98 0.99 0.99 1.00
30 m13 0.98 1.00 0.97 0.99 0.98 1.00
30 m20 0.92 0.99 0.94 0.98 0.98 0.99
12 std 0.48 0.74 0.56 0.87 0.59 0.88
12 m10 0.93 0.99 0.97 0.99 0.98 0.99
12 m13 0.92 0.99 0.97 0.99 0.98 0.99
12 m20 0.84 0.98 0.93 0.99 0.97 0.99

The terms std, m10, m13 and m20 refer to standard TCP, MIN_BUF(1, 0), MIN_BUF(1, 3)
and MIN_BUF(2, 0) respectively. The terms D160 and D500 refer to a delay threshold of 160
and 500 ms.

Table 4.1: Percent of packets delivered within 160 and 500 ms thresholds for standard TCP and
MIN_BUF flows.

that MIN_BUF TCP flows have much lower average latency and the deviation across runs is also

much smaller. Note that the difference in the average latency between the MIN_BUF(1, 0) and the

MIN_BUF(2, 0) flows is approximately the round-trip time. This difference is expected because

MIN_BUF(2, 0) flows have CWND blocked packets which cause an additional latency of a whole
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round-trip time as explained in Section 4.2.

Mbs Type Delay = 100 ms Delay = 50 ms Delay = 25 ms
30 std 226.31±0.87 218.84±40.34 138.61±21.0
30 m10 62.91±0.96 37.09±0.80 19.71±0.89
30 m13 76.19±2.71 51.54±3.73 28.29±1.70
30 m20 152.14±9.13 89.74±5.32 48.21±2.19
12 std 369.22±50.32 260.27±23.15 296.25±47.49
12 m10 69.73±2.15 38.50±1.09 25.94±1.80
12 m13 91.42±6.81 49.17±2.03 39.08±3.39
12 m20 162.26±6.06 87.90±1.46 61.31±5.59

The terms std, m10, m13 and m20 refer to standard TCP, MIN_BUF(1, 0), MIN_BUF(1, 3)
and MIN_BUF(2, 0) respectively. All average latency numbers (together with 95% confidence
intervals) are shown in milliseconds.

Table 4.2: Average latency of standard TCP and MIN_BUF TCP flows.

4.6.2 Throughput Loss

We are also interested in the throughput loss of MIN_BUF TCP streams. We measured the

throughput of each of the flows as a ratio of the total number of bytes received to the duration

of the experiment. Figure 4.10 and Table 4.3 shows the normalized throughput of the flows, which

is the ratio of the throughput of the flow to the TCP flow. These numbers are the mean (and 95%

confidence interval) over 8 runs. Here we have shown the normalized throughput numbers for the

30 Mbs and 12 Mbs experiments run with the 100 ms round-trip time. The numbers for the 50 ms

and the 25 ms round-trip time experiments are similar and not shown here.

The figures show that, as expected, the MIN_BUF(2, 0) flows receive throughput close to stan-

dard TCP (within the confidence intervals). MIN_BUF(2, 0) flows have CWND blocked packets

that can be sent after a packet transmission. So even if all current CWND packets in flight are

acknowledged almost simultaneously, TCP can send its entire next window of CWND packets

immediately. Thus we expect that MIN_BUF(2,0) flows should behave similarly to TCP flows.5

The MIN_BUF(1, 0) flows consistently receive the least throughput, about 65 percent of TCP.

5While we haven’t done the experiments, we expect that the throughput of a MIN_BUF(2, 1) flow will be identical
to a TCP flow as explained in Section 4.2.
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The normalized throughput is the ratio of throughput of each flow to the ratio of a standard TCP
flow.

Figure 4.10: The normalized throughput of a standard TCP flow and MIN_BUF TCP flows.

This result is not surprising because TCP has no new packets in the send buffer that can be sent

after each ACK is received. TCP must ask the application to write the next packet to the send

buffer before it can proceed with the next transmission. Thus, any input latency or application-

processing latency will make the MIN_BUF(1, 0) flow an application-limited flow as explained in

Section 4.2. TCP assumes that such flows need less bandwidth and explicitly reduces CWND and

thus the transmission rate of such flows.

The MIN_BUF(1, 3) flows receive throughput 90-95 percent of TCP throughput. The three

blocked packets in the send buffer handle delayed ACKs and CWND increase and thus reduce
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Mbs Type Normalized Throughput
30 std 1.000±0.03
30 m10 0.65±0.01
30 m13 0.94±0.02
30 m20 0.98±0.03
12 std 1.00±0.02
12 m10 0.66±0.01
12 m13 0.89±0.01
12 m20 0.96±0.01

Table 4.3: The normalized throughput of a standard TCP flow and MIN_BUF TCP flows when
round-trip time is 100 ms.

the throughput loss due to the artificial application-flow limitation introduced by MIN_BUF(1, 0)

flows. We expect that the rest of the 5-10 percent throughput loss occurs as a result of ACK

compression.

For a latency sensitive, rate-adaptive application, one metric for measuring the average flow

quality would be the product of the percentage of packets that arrive within a delay threshold

and the normalized throughput of the flow. This relative metric is related to the total number of

packets that arrive within the delay threshold across different flows. Thus a larger value of this

metric could imply better perceived quality. From the numbers presented above, MIN_BUF(1,3)

flows have the highest value for this quality metric because both their delay threshold numbers

(shown in Table 4.1) and normalized throughput numbers (shown in Figure 4.10) are close to the

best numbers of the other flows.

Figure 4.11 shows the throughput profile of the MIN_BUF TCP flows for one experimental

run. These figures provide several insights into the dynamic throughput and latency behavior of

MIN_BUF TCP flows. First, the dips in the throughput of the MIN_BUF(2, 0) flow are lower

than the dips in the MIN_BUF(1, 0) and MIN_BUF(1, 3) flows. The MIN_BUF(2, 0) flow is more

aggressive because it is not prevented from expanding its window due to send-buffer underflow

and thus immediately sends packets. However, it is also more bursty and periodically causes

congestion and retransmission timeouts that temporarily produce large back-offs in sending rate.

Second, the MIN_BUF(1, 3) flow is able to probe for bandwidth much more effectively than the

MIN_BUF(1, 0) flow because the three blocked packets ensure that delayed ACKs and CWND
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These figures from top to bottom show the bandwidth profile of MIN_BUF(1,0), MIN_BUF(1,3)
and MIN_BUF(2,0) flows respectively for the experiment shown in Figure 4.7. The bandwidth
profile is calculated as a histogram with a bin size of one second.

Figure 4.11: A comparison of bandwidth profile of 3 MIN_BUF TCP configurations.
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For ease of comparison, these graphs are replicated from Figures 4.7 and 4.11. Note that the
y-axis of the upper graph here is 3500 ms while it is 500 ms in Figure 4.7.

Figure 4.12: The protocol latency and bandwidth profile of a MIN_BUF(2,0) flow.

increase can be handled immediately and hence TCP transmissions are not limited by system or

application timing. Note also that the protocol latency of the MIN_BUF(2, 0) flow is highest when

the flow throughput is lowest as shown in Figure 4.12 (the protocol latency and bandwidth graphs

in Figures 4.7 and 4.11 have been copied here for ease of comparison). The reason is that the

MIN_BUF(2, 0) flow allows the send buffer to fill with CWND blocked packets and this buffer

drains slowly when the bandwidth available to the latency stream goes down. This correlation

is less obvious for MIN_BUF(1, 0) and MIN_BUF(1, 3) flows because they do not have as many

blocked packets.

Figure 4.13 shows the standard TCP bandwidth profile. This profile is very similar to the one

of the MIN_BUF(2, 0) flow. It has several dips in throughput and these dips cause protocol latency
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Figure 4.13: Bandwidth profile of a TCP flow.

TCP MIN_BUF(1,0)
write 2.33 seconds 2.67 seconds
poll 0.45 seconds 3.55 seconds

Table 4.4: Profile of major CPU costs in standard TCP and MIN_BUF TCP flows.

to shoot up as shown in Figure 4.6.

4.6.3 System Overhead

The MIN_BUF TCP approach reduces protocol latency compared to TCP flows by allowing

applications to write data to the kernel at a fine granularity. However, this approach implies

higher system overhead because more system calls are invoked to transfer the same amount of

data. To understand the precise causes of this overhead, we profiled the CPU usage of TCP and

MIN_BUF(1,0) flows for the experiment shown in Figures 4.6. The profiling showed that the two

main costs on the sender side were the write and the poll system calls for both standard TCP

and MIN_BUF TCP flows. Table 4.4 shows the total time spent in the kernel (system time) in

write and poll for these flows.

These figures show that the MIN_BUF TCP flow has slightly more overhead for write calls.

This result can be explained by the fact that MIN_BUF TCP writes one packet to the network at

a time while standard TCP writes several packets at a time before the application is allowed to
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write next time. In particular, TCP in Linux allows the application to write only after a third of the

send buffer has been drained. Hence, in standard TCP, system overhead due to context switching

between the application and the kernel is amortized over long periods of work.

The second result shown in the figure is that MIN_BUF TCP has significantly more overhead

for poll calls. The reason for this result is that poll is called for MIN_BUF TCP flows many more

times than for standard TCP flows. With standard TCP, poll is called after the application writes

a third of the send buffer (because, as explained above, TCP wakes the application only after

draining a third of the buffer) while with MIN_BUF TCP, poll is called after every write (because

MIN_BUF TCP wakes the application after each packet is sent to the network). The default send

buffer size in TCP is 64 KB. A third of that size is 21 KB which allows 14 packets of MSS size

(1448 bytes). Hence, in our application, with standard TCP, poll should be called after every 14

writes, while with MIN_BUF(1,0) it is called every time. We measured the number of calls to

poll over the entire experiment for TCP and MIN_BUF(1,0) flows and found that the number was

6200 and 78500 respectively. The ratio of these numbers is 12.66, which is close to the expected

value of 14. One reason for the slight discrepancy might be that when TCP increases CWND, then

MIN_BUF TCP can send two packets in a single write, hence the ratio of writes will be slightly

less than 14.

The numbers in Figure 4.4 above show that MIN_BUF TCP flows have a total of 2 to 3 times

the system time overhead compared to standard TCP flows. This overhead occurs as a result

of fine-grained writes that are allowed by MIN_BUF TCP flows. Note that these fine-grained

writes are inherent with low-latency streaming but their benefit is that applications have much

finer control over latency.

4.6.4 Understanding Worst Case Behavior

Figure 4.7 shows that MIN_BUF(1, 0) and MIN_BUF(1, 3) flows occasionally show protocol la-

tency spikes even though they have small send buffers. To understand the cause of these spikes,

we measured the delays experienced by each packet on the sender side, in the network and on the

receiver side.

Figure 4.14 shows these delays for a small part of the experiment when packets were lost and

retransmitted. The sender latency of each packet is the time from when an application writes to
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This experiment was performed with a MIN_BUF(1, 0) flow (30 Mbs bandwidth limit 100 ms
RTT). All figures are plotted as a function of the packet transmission time. The third graph
shows the occurrence of packet transmissions (crosses on 0 line) and retransmissions (crosses on
1 line). These figures show that the sender side latency is small for MIN_BUF(1, 0) flows and
that spikes in total latency occur primarily due to packet losses and retransmissions.

Figure 4.14: The packet delay on the sender side, the network and the receiver side.

the socket to TCP’s first transmission of the packet. The network delay is the time from the first

transmission of each packet to the first arrival at the receiver. The receiver latency is the time from

the first arrival of each packet to an application read. Figure 4.14 shows that the latency spikes are
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primarily caused by packet losses and retransmissions. In particular, the protocol (or total) latency

does not depend significantly on the flow throughput or the congestion window size. For instance,

the congestion window size at t = 35.5 ms and t = 36.5 ms is 15 and 4, but the total latency at

these times is roughly the same.

Figure 4.14 shows that packet retransmissions initially cause the network delay to increase,

followed by an increase in the receiver latency. The network delay increases by at least a round

trip time, as explained in Section 4.3.1.6 The receiver latency increases because TCP delivers

packets in order and a lost packet temporarily blocks further packets from being released to the

receiver application. The packets that experience receiver delay are exactly those that were sent

after the dropped packet but before its retransmission. Note that the total latency remains high

after a packet is dropped for approximately a round-trip time, as explained in Section 4.3.1. These

findings motivated the need to explore mechanisms that can reduce packet dropping. One such

mechanism that has been studied by the networking community is explicit congestion notification

(ECN) [90, 97].

4.6.5 Protocol Latency with ECN

TCP with ECN is explicitly informed of impending congestion in the network, and it reduces its

sending rate before packets are necessarily dropped in the network. We had explained in Sec-

tion 4.3.2 that we expect protocol latency to improve with TCP-ECN. In particular, our analysis

showed that for all MIN_BUF TCP flows, CWND reduction via packet dropping (TCP without

ECN) adds an additional round-trip delay compared to CWND reduction without packet dropping

(TCP with ECN).

In this section, we describe experiments that measure and compare the protocol latency of

TCP-ECN flows and MIN_BUF TCP-ECN flows. We ran the same set of experiments as described

in Section 4.6.1 but this time with ECN flows.

Figure 4.15 shows the bandwidth profile of the competing traffic. Figures 4.16 and 4.17 show

the comparative protocol latencies. These figures are generated from experiments that are similar

to those shown in Figure 4.6 except we enabled ECN at the end points and used DRD active queue

6Note that here we are accounting for the time spent in the send buffer due to retransmissions as part of network
delay.
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Figure 4.15: The bandwidth profile of the cross traffic.
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These figures show the protocol latency as a function of packet receive time. The bandwidth
limit for this experiment is 30 Mbs and the round trip time is 100 ms. The horizontal lines on the
figures show the 160 ms and 500 ms latency threshold.

Figure 4.16: A comparison of protocol latencies for TCP-ECN and MIN_BUF ECN streams.

management at the intermediate router.

These figures show that protocol latency is reduced in all MIN_BUF TCP-ECN cases as com-

pared to standard TCP-ECN. In addition, MIN_BUF TCP-ECN has smaller and fewer latency
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These experiments were performed under the same conditions as described in Figure 4.16. Note
that the maximum value of the y axis is 500 ms, while it is 2000 ms in Figure 4.16. The figures
from top to bottom shows the latency of ECN enabled MIN_BUF(1,0), MIN_BUF(1,3) and
MIN_BUF(2,0) flows respectively.

Figure 4.17: A comparison of protocol latencies of 3 MIN_BUF TCP configurations with ECN.
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spikes as compared to MIN_BUF TCP (shown in Figure 4.7). A close look at the raw data showed

that ECN reduced packet dropping and retransmissions and thus had fewer spikes.

Figure 4.18 shows the protocol latency distribution for standard TCP-ECN and MIN_BUF

TCP-ECN. When this figure is compared with Figure 4.8, it shows that these MIN_BUF TCP-

ECN flows have smaller tails (i.e., they have a higher percentage of packets that arrive within the

160 ms and 500 ms thresholds).

The original motivation for active queue management and ECN was to avoid synchronized

back-off effects in TCP. With drop-tail queuing in routers, bursts at a router would lead to packet

dropping across a large number of TCP flows. All these flows would then reduce their transmission

rate leading to poor network utilization. Eventually, they would all increase their rate, which would

again lead to synchronized back-off. The use of ECN has been shown by several researchers to

reduce synchronized back-off and to improve network utilization [97, 88]. Hence it is likely that

ECN will be deployed in the future more extensively [90]. If deployed, it will interact favorably

with MIN_BUF TCP.

4.7 Application-Level Evaluation

The previous section used micro-benchmarks to evaluate the output-buffering latency in the kernel

due to TCP. This section evaluates the timing behavior of a real low-latency live streaming appli-

cation and shows how MIN_BUF TCP helps in improving application-level end-to-end latency. In

particular, our experimental results will show the end-to-end latency distribution of video frames,

which helps determine the number of frames that arrived within a given deadline. In addition,

we show that MIN_BUF TCP has lower variance in throughput compared to TCP, which allows

streaming video with smoother quality.

We ran these experiments over TCP and MIN_BUF TCP on a best-effort network that does

not guarantee bandwidth availability. With a non-adaptive media application, data will be de-

layed, possibly for long periods of time, when the available bandwidth is below the application’s

bandwidth requirements. Hence, we need to use an adaptive media application that can adapt

its bandwidth requirements based on currently available bandwidth. For such an application, we

chose the qstream application that has been developed in our group [64, 65, 46].
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The experiment was performed with a 30 Mbs and 12 Mbs bandwidth limit and with 100 ms,
50ms and 25 ms round-trip delays. The vertical lines show the 160 and 500 ms delay thresholds.
The x axis, which shows the protocol latency in milliseconds, is on a log scale. The figures in the
left show the latency distribution when the bandwidth limit is 30 Mbs. The figures in the right
show the latency distribution when the bandwidth limit is 12 Mbs.

Figure 4.18: Protocol latency distribution of TCP-ECN and three MIN_BUF ECN configurations.
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We need to understand the adaptive media format and the adaptation mechanism used in

qstream to analyze the components of application-level end-to-end latency. Qstream uses an

adaptive media format called scalable MPEG (SPEG) that has also been developed in our group.

SPEG is a variant of MPEG-1 that supports layered encoding of video data, which allows dynamic

data dropping. In a layered encoded stream, data is conceptually divided into layers. A base layer

can be decoded into a presentation at the lowest level of quality. Extension layers are stacked

above the base layer where each layer corresponds to a higher level of quality in the decoded data.

For correct decoding, an extension layer requires all the lower layers.

Qstream uses an adaptation mechanism called priority-progress streaming (PPS) [65]. For

our purposes, the key idea in the PPS adaptation mechanism is an adaptation period, which de-

termines how often the sender drops data. Within each adaptation period, the sender sends data

packets in priority order, from the highest priority to the lowest priority. The priority label on a

packet exposes the layered nature of the SPEG media so that higher layers can be sent and the

display quality improved with increases in resource availability. Hence, the highest priority data

has the base quality while lower priority data encodes higher quality layers. The data within an

adaptation period is called an adaptation window. Data dropping is performed at the end of the

adaptation period where all unsent data from the adaptation window is dropped and the server

starts processing data for the next adaptation period. Consequently, the data that is transmitted

within an adaptation period determines the quality of the presentation for that adaptation period.

On the receiver side, data packets are collected in priority order for each adaptation period and

then reordered in time order before they are displayed.7 Note that if the available bandwidth is

low or the sender side is blocked from sending data for long periods of time, then the sender can

drop an entire adaptation window worth of data.

The minimum expected latency at the application level at the sender and the receiver sides is

a function of the adaptation period. In particular, the sender must wait for an adaptation period to

perform data prioritization before it can starting sending the adaptation window. Similarly, the re-

ceiver must wait for an adaptation period to receive and reorder an adaptation window. Figure 4.19

shows the application-level end-to-end latency experienced by the PPS streaming application. The

7PPS uses time-stamps on data packets to perform the reordering.
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Figure 4.19: Breakup of end-to-end latency in the PPS streaming application.

end-to-end latency can be divided into capture latency, encoding latency, sender adaptation-period

latency, protocol latency, receiver adaptation-period latency, decoding latency, display-jitter la-

tency and display latency. We measure the end-to-end latency in our experiments. Note that

capture, protocol and display latencies occur in the kernel while the rest of the latencies occur

at the application level. In our experience, capture and display latencies are relatively small and

hence our focus on protocol latency helps to significantly reduce kernel latencies. Our experi-

ments do not directly affect the application latency at the sender or the receiver. However, note

that decoding latency may become smaller when packets are dropped at the receiver.

4.7.1 Evaluation Methodology

We use three metrics latency distribution, sender throughput and dropped windows to evaluate

the performance of the qstream application running under MIN_BUF TCP versus TCP. The

latency distribution is the end-to-end latency experienced by all the adaptation windows during an
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experimental run. To understand this notion, suppose that the end-to-end latency is fixed in the

application, which is henceforth called the latency tolerance. The receiver drops data when an

adaptation window arrives on the receiver side such that it cannot be displayed within the latency

tolerance. The data that is dropped is the last part of an adaptation window and hence the lowest

priority data in the window is dropped. The latency distribution measures the ratio of the number

of windows that arrive within any given latency tolerance to the number of windows transmitted

by the sender.8 The sender throughput is the amount of data that is transmitted by the sender.

Finally, dropped windows is the number of entire adaptation windows that are dropped by the

sender. Note that dropped windows can be different even if the sender throughput is the same

because the amount of data sent in each window (and hence the quality of a window) is variable.

For the same value of sender throughput, a smaller value of dropped windows indicates that more

windows were transmitted and the stream had smoother quality.

The experiments are performed on a Linux 2.4 test-bed that simulates WAN conditions by

introducing a known delay at an intermediate Linux router in the test-bed. Experiments are run

under varying network load with the cross-traffic being similar to the traffic described in Sec-

tion 4.5.1. The experiments run on a single bottleneck “dumbbell” topology, which is also similar

to the topology described in Section 4.5.2.

4.7.2 Results

First, we compare the latency distribution of flows using TCP versus MIN-BUF TCP. The figures

for the experimental results shown below fix the round-trip time due to propagation delay to 50 ms

and the bandwidth capacity of the link to 10 Mb/s. We performed experiments with other values

of the round-trip time and the bandwidth capacity but those results are similar and hence not

shown below. Figure 4.20 compares the results for TCP, MIN_BUF(1, 0) and MIN_BUF(1, 3)

flows. It shows the latency distribution of each of the flows when the adaptation window period

is 4 frames or 133.3 ms (camera captures data at 30 frames a second). The figures show that as

long as the latency tolerance is less than a second, significantly more windows arrive in time for

8In qstream, the receiver displays data in a window that arrives within the latency tolerance and drops the rest
of the data. The latency distribution metric only considers entire windows that arrive within the latency tolerance and
hence is a conservative estimate of goodput, i.e., throughput that is useful.
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The bandwidth limit for all the experiments is 10 Mbs, the round trip time is 50 ms and the
adaptation window is 133 ms. Note that for latency tolerance of less than a second, the MIN_BUF
flows have significantly higher number of windows that arrive in time compared to TCP.

Figure 4.20: Latency distribution for different latency tolerances (adaptation window = 4 frames).

MIN_BUF flows compared to a TCP flow. For example, 80% windows arrive in less than 500 ms

for MIN_BUF flows while only 40% windows arrive within the same time for a TCP flow when

there are 20 competing flows.

We conducted experiments with different competing loads. Figures 4.20(a) and 4.20(b) show

the results of experiments with 20 and 40 competing long-lived flows. These figures show that

with increasing load, the percent of packets that arrive in time is only marginally affected for

MIN_BUF flows (clearly the total amount of throughput achieved by the video flow is lower in

the second case, as shown in Table 4.5 later).

Note that when the network is loaded, the end-to-end latency at the application level itself in

qstream is at least 2 times the adaptation window or 266 ms. To reduce this latency, we ran the

experiments above with a smaller adaptation window of 2 frames (or 66.6 ms). Figure 4.21 shows

the latency distribution in this case. It shows that with MIN_BUF, 80% of packets arrive within

300-400 ms when there are 20 competing flows. This figure shows that the latency tolerance can

be made tighter when the adaptation window is made smaller for any desired percent of timely

window arrivals. The trade-off, as discussed below, is that the video quality varies more as the
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The bandwidth limit for all the experiments is 10 Mbs, the round trip time is 50 ms and the
adaptation window is 66 ms. Note that for latency tolerance of less than a second, the MIN_BUF
flows have significantly higher number of windows that arrive in time compared to TCP.

Figure 4.21: Latency distribution for different latency tolerances (adaptation window = 2 frames).

20 competing flows 40 competing flows
TCP 0.76 ± 0.11 0.56 ± 0.04
MIN_BUF(1,0) 0.60 ± 0.05 0.47 ± 0.04
MIN_BUF(1,3) 0.72 ± 0.04 0.54 ± 0.03

The bandwidth limit for all the experiments is 10 Mbs, the round trip time is 50 ms and the
adaptation window is 66 ms. These results are the average of 5 runs.

Table 4.5: Throughput of a TCP flow and MIN_BUF flows with different competing flows.

window is made smaller.

Next, we compare the sender throughput of TCP and MIN_BUF flows. We show one set of re-

sults when the adaptation window is 2 frames since the size of the adaptation window does not af-

fect the sender throughput much. Table 4.5 shows that the throughput achieved by MIN_BUF(1,0)

is close to 80% of TCP while the throughput achieved by MIN_BUF(1,3) is close to 95% of TCP.

These numbers are close to the relative throughput achieved by MIN_BUF flows in the micro-

benchmarks presented in Table 4.10 and confirm that MIN_BUF(1,3) flows compete closely with

TCP flows while significantly improving end-to-end latency.
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window = 4 frames window = 2 frames
TCP 45 ± 3% 58 ± 5%
MIN_BUF(1,0) 28 ± 2% 37 ± 2%
MIN_BUF(1,3) 27 ± 2% 34 ± 3%

The bandwidth limit for all the experiments is 10 Mbs, the round trip time is 50 ms and the
competing load has 20 long-lived flows. These results are the average of 5 runs.

Table 4.6: Throughput of a TCP flow and MIN_BUF flows with different competing flows.

The last metric we compare for TCP and MIN_BUF flows is the number of dropped windows

which provides a rough estimate of the variation in video quality over time. Table 4.6 shows the

ratio of adaptation windows dropped at the sender to the number of adaptation windows generated

at the server, expressed as a percentage. The sender drops windows when it is unable to transmit

data for close to an entire window period. This table shows that MIN_BUF flows drop fewer entire

windows because these flows can send data in a less bursty manner, which results in smoother

video quality since more frames are transmitted. Table 4.6 also shows that when the adaptation

window period is small, then more windows are dropped as a percent of total number of windows

because an idle transmission period is more likely to lead to a smaller window being dropped.

Since larger numbers of windows are dropped with a smaller adaptation window, the video quality

fluctuates more over time.

4.7.3 Discussion

The adaptation period allows control over the delay and the quality stability trade-off. A large

adaptation period reduces the frequency of quality fluctuations because there are at most two

quality changes in each adaptation period with priority-progress streaming and the window is

more likely to be at least partially transmitted. However, a large adaptation period increases end-

to-end latency as explained above. For a low-latency streaming application, the user should be

provided control over the adaptation period so that the desired latency and quality trade-off can be

achieved. However, note that this latency trade-off is application-specific and outside the scope of

this thesis.
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4.8 Conclusions

The dominance of the TCP protocol on the Internet and its success in maintaining Internet stabil-

ity has led to several TCP-based stored media-streaming approaches. The success of TCP-based

streaming led us to explore the limits to which TCP can be used for low-latency network stream-

ing. Low latency streaming allows responsive streaming control operations, and sufficiently low

latency streaming would make new kinds of interactive applications feasible.

This chapter shows that TCP’s send buffer performs two functions that can be separated. In

standard TCP, the send buffer keeps packets for retransmission and performs output buffering to

match the application’s rate with the network transmission rate. Output buffering helps to improve

network throughput because, when ACKs arrive, packets can be transmitted from this buffer with-

out requiring application intervention. However, output buffering adds significant latency.

For low-latency streaming, the send buffer should be used mainly for keeping packets that

may need to be retransmitted since these packets do not add any additional buffering delay unless

they are retransmitted. In addition, we showed that a few extra packets (blocked packets) help to

recover much of the lost network throughput without increasing protocol latency significantly.

We showed that output-buffering latency is the largest source of latency in TCP. When this

latency component is removed by using our MIN_BUF modification, latency spikes due to packet

dropping and retransmissions become visible. TCP probes for bandwidth by expanding its trans-

mission rate until it congests the network and packets are dropped. At this point TCP performs

congestion control by reducing its rate. This behavior, which necessarily causes packet dropping

also causes latency spikes. Hence, we explored the use of TCP with ECN, where routers inform

TCP of congestion events. This approach allows using congestion control and bandwidth probing

but does not require packet dropping. Our results show that MIN_BUF TCP with ECN has very

low protocol latency and significantly improves the number of packets that can be delivered within

160 ms and 500 ms thresholds as compared to TCP or TCP-ECN.



Chapter 5

Real-Rate Scheduling

A CPU scheduling algorithm should ensure that low-latency applications are allocated CPU re-

sources with predictable latency. Traditionally, real-time scheduling mechanisms such as priority

schemes [67, 101] and reservation-based schemes [75] have been used to provide predictable

and low scheduling latency. These schemes assume preemptive scheduling and their schedula-

bility analysis assumes that preemption is immediate. Time-Sensitive Linux, which provides a

responsive kernel with an accurate timing mechanism, allows implementing such CPU scheduling

mechanisms more accurately and thus improves the accuracy of scheduling analysis.

A priority-based scheduling scheme executes the highest priority runnable thread at any given

time. Two of the best known examples of priority-based scheduling schemes are rate-monotonic

(RM) and earliest-deadline first (EDF) scheduling [67]. Priority schemes have a fundamentally

difficult programming interface because different threads are most important at any given time,

which requires dynamic adjustment of priorities of threads. To simplify this problem, RM assumes

that all threads are periodic with fixed, statically known periods. It assigns fixed priorities to

threads, with shorter period threads getting higher priority. To perform scheduling analysis, it

assumes that the CPU requirements of each thread are known and the highest priority thread

always voluntarily yields the CPU. In addition, the RM scheduling analysis is conservative which

leads to under-utilization of the CPU.

To get around the under-utilization issue, EDF scheduling uses thread deadlines to dynami-

cally adjust priorities of threads so that, at a given time, the thread with the earliest deadline is

given the highest priority. In theory, this approach allows full CPU utilization. However, EDF,

like RM, assumes that the CPU needs of each thread are known and the highest priority thread

voluntarily yields the CPU. If the highest-priority thread does not voluntarily yield the CPU, both

95
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RM and EDF priority schemes can cause starvation (i.e., they do not provide temporal protection

to threads).

Reservation-based schemes such as proportion-period scheduling (PPS) avoid the problem of

starvation. For example, PPS provides temporal protection to threads by allocating a fixed pro-

portion of the CPU at each thread period. However, similar to priority-based schemes, it assumes

that the CPU requirements of threads are known ahead of time. Hence threads must specify their

proportion and their period to the scheduler before the scheduler accepts them.

In a general-purpose environment, there are several reasons why the resource requirements

of threads may not be known statically. First, these requirements depend on the processor speed.

For example, a real-time thread will generally require a smaller proportion of the CPU on a faster

processor. Second, the resource needs are often data dependent. For example, video encoding and

decoding times of variable-bit rate (VBR) streams such as MPEG depend on the size and the type

of frames. Larger size frames take longer encoding and decoding times because more data is ac-

cessed. Also, certain types of frames in MPEG (I frames) can be decoded independently of other

frames, while other types of frames (B and P frames), which are differentially encoded, depend

of adjoining frames for correct decoding. In general, decoding times of independent frames is

less than for dependent frames per byte of data because dependent frames must access more data.

Finally, given that memory access times are significantly larger than cache access times, a thread’s

resource needs change dramatically based on the mix of applications running on the system, which

affects cache pollution. With all these effects, resource specification becomes a complex problem.

Hence, although proportion-period scheduling provides temporal protection and fine-grained con-

trol over resource allocation, it has not been widely accepted for general purpose OSs.

To use proportion-period scheduling in such an environment, a method of dynamically esti-

mating the resource needs of low-latency applications is needed, so that their timing requirements

can be met. The key insight here is that, from an application’s point of view, there is a basic dif-

ference in its timing needs and its resource needs. Applications are aware of their timing needs.

For example, a video application knows how often it needs to process data. However, as explained

above, these applications do not know their resource needs. Consequently, a method for auto-

matically determining a mapping between an application’s timing needs and its resource needs is

required. Such a mapping changes over time and hence has to be determined dynamically.
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In this chapter, we present the design and implementation of a novel CPU scheduler, called

real-rate scheduler, that uses feedback to determine an application’s resource needs from its timing

needs dynamically, and then automatically passes these resource needs to a proportion-period

scheduler [104, 105, 40]. In our terminology, an application specifies its timing needs to the real-

rate scheduler as a desired rate of progress by using application-specific time-stamps. These time-

stamps indicate the progress rate desired by the application. For example, a video application that

processes 30 frames per second can time-stamp each frame 33.3 ms apart. Ideally, the scheduler

should ensure that every thread maintains its desired rate of progress towards completing its tasks.

The key idea in our real-rate scheduler is to use the time-stamps to allocate resources so that

the rate of progress of time-stamps matches real-time. Allocating more CPU than is needed will

prevent other threads from using CPU time, whereas allocating less than is needed will delay

this thread. In essence, the real-rate solution monitors the progress of threads and increases or

decreases the allocation of CPU to those threads as needed.

To be effective, the real-rate approach needs the following: 1) a proportion-period scheduler

that provides accurate and fine-grained control over proportion and period allocation, 2) an accu-

rate estimator of an applications’ resource requirements, and 3) an actuator that can adjust resource

allocation frequently. As described in the beginning of this section, the first requirement is fulfilled

by TSL. To satisfy the latter two requirements, resource monitoring, control and actuation must

be done at a fine temporal granularity, which again requires a low-latency kernel such as TSL.

Note that standard reservation-based schemes such as proportion-period schedulers require

threads to specify their requirements in resource specific terms, such as CPU cycles, which are

hard to determine statically. In contrast, our approach requires applications to specify their timing

requirements, which is easier for the application. The next section describes the design of the

real-rate scheduler. Section 5.2 describes its implementation and Section 5.3 presents our evalu-

ation. Finally, Section 5.4 concludes by justifying our claims about the benefits of our feedback

scheduling approach.
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5.1 Scheduling Model

Our feedback-based real-rate scheduling solution assigns proportions to threads dynamically and

automatically as the resource requirements of threads change over time, based on monitoring

the thread’s progress. This monitoring is focused on the I/O or inter-process communication

performed by threads since that is where the interaction with the external world takes place. To

enable this approach, the scheduler requires I/O and IPC events to be time-stamped. These time-

stamps capture the application’s view of time: they should progress at the same rate as real-time

(i.e., they indicate the progress rate desired by the application).

The basic feedback goal of the real-rate scheduler is to use these time-stamps to assign pro-

portions to threads so that the rate of progress of time-stamps matches real-time. Given this goal,

an accurate and responsive feedback controller will limit the instantaneous rate-mismatch between

the application’s notion of time and real-time. In addition, the accumulated mismatch over time

between the two quantities is a measure of delay introduced in a real-rate thread and the controller

can be tuned to minimize this value.

Figure 5.1 shows the high-level architecture of the real-rate scheduler. The scheduler con-

sists of three main components: a proportion-period scheduler, a progress monitor and a real-rate

controller. The proportion-period scheduler ensures that threads receive their assigned proportion

of the CPU during their period. The progress monitor periodically monitors the progress made

by these threads, which we call real-rate threads. These threads can be independent or their ex-

ecution can be co-dependent, such as if they are connected by queues. Section 5.1.2 describes

the monitoring function in more detail. Finally, the controller uses the thread’s progress to adjust

each thread’s proportion automatically. We call this adjustment actuation or adaptation, since it

involves tuning the system’s behavior in the same sense that an automatic cruise control adjusts

the speed of a car by adjusting its throttle. Note that the diagram resembles a classic closed-loop,

or a feedback controlled system. The following subsections address each of the key components

in the architecture.
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The real-rate controller monitors the rate of progress of real-rate threads using time-stamps,
and calculates new proportions based on the results. It actuates these values using a standard
proportion-period scheduler.

Figure 5.1: Block diagram of the real-rate scheduler.

5.1.1 Proportion-Period Scheduler

The proportion-period scheduler in our architecture allocates CPU to threads based on two at-

tributes: proportion and period. The proportion is specified in parts-per-thousand, of the duration

of the period during which the application should get the CPU, and the period is the time interval,

specified in microseconds, over which the allocation must be given. For example, if one thread

has been given a proportion of 50 out of 1000 and a period of 10000 microseconds, it should be

able to run up to 500 microseconds every 10000 microseconds.

A useful feature of proportion-period scheduling is that one can easily detect overload by sum-

ming the proportions: a sum greater than or equal to one indicates that the CPU is oversubscribed.

If the scheduler is conservative, it can reserve some capacity by setting the overload threshold to

less than 1. For example, one might wish to reserve capacity to cover the overhead of scheduling

and interrupt handling.

The proportion-period scheduler can schedule both real-rate threads that have a visible metric

of progress but do not have a known proportion and reserved threads that have a known proportion
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and period. Reserved threads can directly specify these values to the proportion-period scheduler.

Such a specification, if accepted by the scheduler, is essentially a reservation of resources for the

thread. The scheduler does not allow the real-rate controller to modify these reservations. Instead,

the controller is informed about the amount of CPU allocation that is available for real-rate threads.

For example, if reserved threads use 40% of the CPU then 60% of the CPU is available (or less if

the overload threshold is less than 1) to real-rate threads.

Upon reaching overload, the scheduler has several choices. First, it can automatically scale

back the allocation of real-rate threads using some policy such as priorities, fair share or weighted

fair share. Second, it can perform admission control on the reserved threads by rejecting or can-

celing threads so that the resulting load is less than 1. Third, it can raise exceptions to notify the

threads of the overload condition so that they can adapt their CPU needs until these needs are no

more than the overload threshold. These mechanisms are discussed in Section 5.1.3.5, where we

explain the controller’s policy for handling overload.

5.1.2 Monitoring Progress

The novelty of the real-rate approach lies in the estimation of application progress as a means of

controlling CPU allocation. To estimate progress, the real-rate controller requires that each low-

latency thread specify its timing requirements to the controller using time-stamps that indicates its

desired rate of progress. For example, consider two threads with a producer/consumer relationship

that use a shared queue to communicate with each other. Assume that the producer produces

packets at a certain fixed rate and time-stamps these packets at the rate it is producing them. To

avoid overflow the consumer must consume these packets at the same rate. The consumer can

expose these packet time-stamps to the real-rate scheduler, which can then estimate the progress

of the consumer by monitoring these time-stamps. If the consumer is consuming data slowly, the

time-stamps of the packets entering the consumer from the queue will progress slowly and the

scheduler will infer that the consumer needs more CPU. Similarly, when the time-stamps on the

packets in the queue enter the consumer faster than real-time, the consumer can be slowed down.

This analysis can also be extended to longer pipelines of threads where the scheduler infers each

consumer’s CPU requirements based on the incoming queue into the consumer.

Real-rate threads lie in user space while the real-rate controller is implemented in the kernel.
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For the controller to monitor progress via time-stamps, we expose a memory area that is shared

between each thread and the kernel. Threads specify their progress by writing time-stamps in

this area while the controller in the kernel reads this area to determine application progress. This

approach, which links application semantics to the kernel scheduler, is also called a symbiotic

interface [104]. Figure 5.1 shows this interface as a clock that straddles the application and the

kernel boundaries. Given a symbiotic interface, we can build a monitor that periodically samples

the progress of the application, and feeds that information to the real-rate controller.

Our prototype scheduler provides two symbiotic interfaces. First, threads can explicitly create

a specific shared memory mapping between the thread and the kernel using a new system call that

we have implemented in TSL, which works similar to the mmap() system call. The application

updates time-stamps in this memory area as it makes progress. This option can be used by threads

that run independently of other threads and directly communicate with the external world such as

a modem thread that receives and transmits modem data.

The second symbiotic interface is provided by a shared queue library. With this method,

threads communicate with each other using the shared queue and insert time-stamped packets in

the queue. The queue automatically creates the shared mapping described above and exposes these

time-stamps to the kernel using the mapping. This method is used by threads that are connected

in a pipeline. To use the shared queue interface, a thread in a low-latency application has three

options. It can specify upon queue creation whether the kernel should monitor the time-stamp

of the packet at 1) the head of the queue, or 2) the tail of the queue, or 3) neither (i.e., “don’t

monitor”). Normally, a thread that produces data into a queue (i.e., producer thread) specifies

that the time-stamp on the tail or the last packet of the queue should be monitored. A thread that

consumes data from a queue (i.e., consumer thread) specifies that the time-stamp on the head or

the first packet of the queue should be monitored. The progress of the time-stamp on the tail

packet indicates how quickly the producer is producing data into the queue, while the progress of

the time-stamp on the head packet indicates how quickly the consumer is consuming data from

the queue.

Threads specify the last “don’t monitor” option to the queue for two reasons. First, they can

be reserved (i.e., they require a fixed amount of CPU allocation, and hence the real-rate controller

should not modify their proportion). Second, when threads are connected by multiple queues (say,
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for example one or more input or one or more output queues or both), they may choose to specify

one or more of these queues as progress indicators. The rest of the queues are specified with the

“don’t monitor” option so that the controller does not monitor these queues.

If a thread specifies that more than one of its queues should be monitored, then time-stamps

from these queues must be aggregated to form a single “definitive” indicator of progress of the

thread. Currently, the controller uses the minimum time-stamp among these queues as the defini-

tive progress indicator. The rationale is that the CPU is the bottleneck resource, and its effect is

visible in the slowest progressing queue. While this aggregation mechanism has sufficed for our

applications, it would be easy to extend the queue interface so that different aggregation functions

such as average or maximum time-stamp among queues can be used by the controller.

Figure 5.2 shows an example of a pipeline with three threads. In this example, the source

thread is reserved and directly scheduled by the proportion-period scheduler. The thread in the cen-

ter can choose to inform the kernel of its progress using either its incoming or its outgoing queue

or both. The sink thread only has one queue and hence specifies the head of its incoming queue as

its progress metric. Figure 5.3 shows pseudo code that would be used to implement the reserved

and the real-rate threads. The queue_open function call registers each queue with the kernel so

that the kernel can monitor time-stamps of packets in the queue. The schedule_under func-

tion chooses the scheduling policy. The function set_time sets the time-stamp on each packet

while send_packet and receive_packet functions enqueue and dequeue packets from the

queue.

In addition to our shared queue interface, it is possible to have other symbiotic interfaces

that specify the timing behavior of applications to the kernel. For example, Unix-style pipes and

sockets are essentially queues that are managed by the kernel. Real-rate threads using these kernel

abstractions could use time-stamped packets and specify whether they are producers or consumers

of these queues. In this case, similar to the API between applications and our user-level shared

queue library, applications and the kernel would have to agree upon the packet format and the

position where time-stamps occur in the packet. Then thread progress could be determined by

simply monitoring sockets when data is written or read from them. This aspect of communication

between user threads and the kernel is currently not implemented in TSL, but is part of our future
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The pipeline consists of three threads, one reserved and two real-rate. The figure shows the three
options available to real-rate threads. Producers of a queue specify that the time-stamp of the
packet at the tail of the queue should be used for monitoring progress. Consumers of a queue
specify that the time-stamp of the packet at the head of the queue should be used for monitoring
progress. When a process has multiple queues, it can chose to inform the kernel of its progress
using one or more queues. Also, threads that are reserved do not specify any progress monitor.

Figure 5.2: A real-rate pipeline with three threads.

work.

5.1.3 Real-Rate Controller

Real-rate threads have a visible metric of progress but do not have a known proportion. Hence,

they do not specify their proportion to the proportion-period scheduler directly. Instead, the real-

rate controller uses a monitoring component to measure the progress metric and assigns proportion

to real-rate threads to ensure that they make their desired progress as specified by the time-stamps.

The following sections describe the design of the real-rate controller. The next section de-

scribes the real-rate proportion control mechanism. Section 5.1.3.2 describes the issue of time-

stamp granularity that plays an important role in the choice of the sampling period of the controller.

Section 5.1.3.3 explains how the period of real-rate threads is chosen in our system. Then, Sec-

tion 5.1.3.4 motivates the choice of the sampling period of the controller. Section 5.1.3.5 describes

the controller’s behavior during resource overload, which occurs when the demands of real-rate

threads exceed resource availability. Section 5.1.3.6 explains the method for tuning the parameters

of the real-rate controller. Finally, Section 5.1.3.7 describes the controller composition behavior

in our system (i.e., the interaction of real-rate control across different threads).
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Reserved_thread(int proportion, int period)
{

q1 = queue_open(“queue 1”, NO_MONITOR);
schedule_under(PPS, proportion, period);
while (1) {

p = capture_packet();
set_time(p, current_time);
send_packet(q1, p);
if (not late) sleep(period);

}

}

Real_rate_thread1(int period)
{

q1 = queue_open(“queue 1”, CONSUMER);
q2 = queue_open(“queue 2”, NO_MONITOR);
/* RRS is real-rate scheduler */
/* period is time-stamp granularity */
schedule_under(RRS, period);
while (1) {

p = receive_packet(q1);
work_on_packet(p);
send_packet(q2, p);

}

}

Real_rate_thread2(int period)
{

q2 = queue_open(“queue 2”, CONSUMER);
schedule_under(RRS, period);
while (1) {

p = receive_packet(q2);
work_on_packet(p);

}

}

Figure 5.3: Code for the threads in the real-rate pipeline shown in Figure 5.2.

5.1.3.1 Proportion Control Mechanism

The real rate of a thread is defined as the interval between time-stamps monitored unit time apart.

Based on this definition, when the real-rate is less than unity, the thread progresses slower than

real-time and vice-versa. The goal of the real-rate mechanism is to maintain a constant unit real

rate of progress. When this goal is met, the time-stamps of a thread will progress at the same rate

as real-time, which reduces delays at each thread in the pipeline incurred due to rate mismatches.
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To maintain the target unit real rate, the controller uses feedback to increase (or decrease) the

proportion of the thread when the monitored real rate is less than (or greater than) unity.

The precise goal of the real-rate controller is to minimize the delay incurred at each thread.

As we see below, this delay is related to the cumulative error in the real-rate of the thread and real

time. The real-rate mechanism uses a discrete-time controller with a constant sampling period to

maintain a target unit real rate. The choice of a constant sampling period controller is motivated by

digital control theory, which allows using theoretical results to analyze the feedback mechanisms.

Logically, each real-rate thread has a separate controller with its own sampling period. However,

in practice, our controller is implemented as a single entity that performs the functions of each

logical controller. The sampling period for each real-rate thread is chosen based on the granularity

of time-stamps generated by the real-rate thread. The motivation for this choice is described in the

next two sections where we also discuss the issue of granularity of time-stamps used to measure

progress.

System Model To design a control law for real-rate threads, we first need to understand the

model of the system or the system’s dynamics. Figure 5.4 shows the system and control variables

on a time-line. This figure shows sampling instants i and i + 1 that are Ts time apart. At these

sampling instants, the time-stamps that are monitored have values ti and ti+1. The proportion

assigned to the thread between the two sampling instants is pi. With these definitions, ti+1 − ti is

the progress made by the thread Ts real-time interval apart. Hence, the real rate of the thread ri

between the two sampling instants is (ti+1 − ti)/Ts.

The key assumption in our feedback-based real-rate model is that real-rate threads make

progress that is approximately proportional to the CPU allocated to them. Hence, the relation-

ship between the proportion of CPU allocated to them and their real-rate is defined as pi = giri,

where gi is assumed to be a slowly changing variable that can be estimated. We will call the

factor gi the proportional gain of the thread. From the definitions above, the system model can

be defined as follows: Since pi = giri, therefore ri = pi/gi. However, ri = (ti+1 − ti)/Ts.

Rearranging the terms and replacing ri in the two equations produces the system model shown in

Equation 5.1 below.
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Figure 5.4: Time-line showing system and control variables.
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(5.1)

The system model equation defines the expected value of the thread time-stamp at sampling

instant i+1, given the time-stamp at sampling instant i and the proportion pi assigned at that time.

This system model is a non-linear equation because the proportional gain gi is not a constant, but

an unknown variable whose value depends on time i. Next, this equation is used to derive the

real-rate control law.

Control Law The closed-loop model of a control system is the dynamics of the combination of

the system model and the control law that drives the system model. Ideally, we want to design

a linear closed-loop model because a key advantage of such models is that their response and

stability can be precisely determined using standard control theory. Hence a method for designing

a control law for a non-linear system is needed that will yield a linear closed-loop model. One

standard method for such design in feedback control is feedback linearization. In this approach,

the control law for the controller is designed in such a way that it inverts the non-linearity in

the system model. For a simple scalar non-linearity such as gi, inversion is simply taking the

reciprocal of the non-linearity, or 1/gi. Hence, the closed loop model that combines the controller

and the system becomes linear and can be analyzed using standard control techniques. Appendix A

describes the feedback linearization process in more detail. Here, we use this standard technique

and apply Equation A.1 in Appendix A to the system model in Equation 5.1 to derive the control
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law for the real-rate controller as shown in Equation 5.2.

pi = (gi/Ts)[t
des
i+1 − ti − (α − 1)(ti − tdes

i )] (5.2)

The proportion pi is the proportion assigned to the thread at sampling instant i until sampling

instant i + 1. The variable ti is the time-stamp of the thread, monitored at sampling instant i and

tdes
i is the desired value of the time-stamp. We describe how tdes

i is obtained based on the control

goal below. The term ti − tdes
i is an error term because it is the difference between the actual

output and the desired output of the system.1

Note that due to feedback linearization, the non-linear proportional gain term gi is present in

the control equation also. Below, we show how it can be estimated. Note also that substituting

the control law for pi in Equation 5.2 into Equation 5.1 for the system model yields the equation

for closed-loop control dynamics. This closed-loop equation does not have the non-linear gi term.

Control theory analyzes system stability using the closed-loop equation and hence our real-rate

control-system can be analyzed using linear-control techniques.

For stability, the gain parameter α in Equation 5.2 lies between 0 and 2 as explained in Ap-

pendix A.2 The parameter α determines the responsiveness of this control equation. For example,

larger values of α make the control equation more responsive because the proportion changes in

larger steps for the same error term ti − tdes
i . Section 5.1.3.6 discusses this issue further and

describes how the control parameter α can be chosen.

To obtain tdes
i and tdes

i+1, we need to revisit the goal of the real-rate controller. The basic goal of

the controller is to minimize the build up of delay at each real-rate thread. Assume that t0 is zero.

Then, delay will not build up at sampling instant i if the time-stamp value ti is i ∗ Ts since the

thread will have made real-rate progress equal to real-time. Hence, tdes
i = i ∗ Ts. Note that even

if t0 is not zero, it would still be canceled out in the control Equation 5.2 since time-stamps are

being subtracted from each other. Having derived the desired values of the time-stamps, control

Equation 5.2 can be simplified as follows which finally yields the real-rate control Equation 5.3.

1Note that the time-stamp ti is the output of the system but the input to the real-rate controller.
2Note that the parameter τ in the Appendix A is equal to α − 1. Since |τ | < 1, 0 < α < 2.
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pi = (gi/Ts)[t
des
i+1 − ti − (α − 1)(ti − tdes

i )]

= (gi/Ts)[(i + 1)Ts − ti − (α − 1)(ti − iTs)]

= (gi/Ts)[Ts + iαTs − αti)]

= gi[1 + α(i −
ti
Ts

)] (5.3)

This real-rate control equation shows that the proportion pi is increased (or decreased) when

the observed time-stamp ti is less (or greater) than iTs. When it is less, delay, which is equal to

iTs − ti, is being accumulated and hence the allocation of the thread should be increased to speed

up the thread.

System Parameter Estimation The control law in Equation 5.3 assumes that the proportional

gain gi is known. Recall from the previous section that we assumed that the relationship between

the proportion of CPU allocated to a thread and its real-rate progress is linear, and defined as

pi = giri. Hence gi is equal to pi/ri. Unfortunately, this value can only be known at time i + 1

(and not at time i), since pi has not yet been assigned at time i. In this sense, Equation 5.3 is

non-causal because it depends on values in the future, and hence cannot be solved directly.

To get around non-causality, the real-rate control model assumes that the proportional gain

gi changes slowly over time, or gi ≈ gi−1. Hence, gi can be approximated as pi−1/ri−1, or

pi−1Ts/(ti − ti−1). Both these values are known at time i. In the absence of a precise model of

the dynamic nature of gi, we use a simple low-pass filter to estimate gi based on past values of p

and r. This approach reduces noise in the estimation at the expense of being less responsive to

changes in gi. In particular, ĝi the estimate of gi is derived as shown below.

ĝi = (1 − β)ĝi−1 + βTspi−1/(ti − ti−1)

With this parameter estimation technique, the real-rate estimation and control laws can be

expressed with Equations 5.4 and 5.5 as shown below. These laws together constitute the real-rate

controller. Hence, from now on, the term real-rate controller will describe the combination of both

these equations.
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ĝi = (1 − β)ĝi−1 + βTspi−1/(ti − ti−1) (5.4)

pi = ĝi[1 + α(i −
ti
Ts

)] (5.5)

We choose the initial proportion gain ĝ0 at the start time to be 0. However, the proportion p0

at the start time has to be a non-zero value to get the estimation started. Currently, we choose p0

to be a small system-defined allocation value, 0.1% of total CPU. This choice can increase startup

delay since the proportion allocated will be smaller than needed to make unit real-rate progress.

However, our experiments show that this is not a serious problem because the proportion tends to

increase rapidly (almost exponentially) in the beginning and hence the estimate converges quickly.

A second option is to start a thread with as much CPU proportion as is available at that time.

Finally, it is possible to cache the proportion value of a thread from its past runs and use it to seed

the initial proportion. These approaches will reduce startup delay.

The parameter β is chosen based on the expected noise in the sampling of the time-stamp ti.

We discuss this issue of choosing the α and β parameters in more detail in Section 5.1.3.6. Note

that if the characteristics of gi are known or can be modeled, then sophisticated techniques such

as Kalman filters can be used for estimating gi [61, 109].

There are two boundary conditions in the controller. First, if the time-stamp ti does not in-

crease and is equal to ti−1, then the thread has made no progress in the last sampling period. In

this case, since progress cannot be measured, ĝi is assigned the value of ĝi−1 and pi is assigned

the value of pi−1 (i.e., the control state and output are not changed). The second boundary con-

dition occurs when pi becomes very small. Consider an example where pi is assigned the value

zero at sampling instant i. In that case, the thread will not be able to run and its progress cannot

be measured correctly. Hence, the value of pi should not approach 0. Currently, the minimum

proportion a thread is assigned at any time is the same as the system-defined starting proportion

value, or 0.1% of the CPU.

5.1.3.2 Granularity of Time-stamps

The granularity of time-stamps generated by a real-rate application has a significant impact on

the performance of the real-rate controller. In particular, as explained in more detail below, the
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controller cannot sample progress effectively at a sampling period finer than the timer granularity.

In general, the time-stamp granularity depends on application semantics. For example, a

video encoding process may time-stamp every frame, in which case the time-stamp granularity

is 33.3 ms for a 30 frames per second video. On the other hand, a CD quality audio encoder that

generates 44100 samples per second may time-stamp every 100th sample (time-stamps on every

sample would have high overhead) so the time-stamp granularity would be 2.27 ms.

To simplify the job of the controller and to tune the estimator and control law parameters, the

real-rate controller expects real-rate threads to specify the approximate granularity of the time-

stamps they will be generating. This thread parameter is specified to the controller using the

symbiotic interfaces described in Section 5.1.2. In particular, the granularity is specified when

the symbiotic interface is created or opened. In the future, we plan to determine time-stamp

granularity automatically based on observing the progress of time-stamps.

5.1.3.3 Choosing the Period of Real-Rate Threads

The period of a real-rate thread specifies a deadline by which the scheduler must provide the al-

location. It identifies a characteristic delay that the application can tolerate. For example, soft

modems, which use the main processor to execute modem functions, require computational pro-

cessing at least every 16 ms or else modem audio and other multimedia audio applications can

be impaired [23]. The period of the modem process can be chosen to be smaller than this value

(for example, half this value) but a smaller period may introduce more overhead since dispatching

happens more often.

Normally, real-rate threads in our system specify their period to the real-rate controller. When

real-rate threads do not specify their period, we use the time-stamp granularity specified by the

thread to determine an appropriate period for the real-rate threads. In particular, the thread period

is made a multiple of the time-stamp granularity. More details about this choice are described in

the next section where the choice of the sampling period is discussed. The precise value of the

multiplicative factor depends on the controller response. Its value is determined using experiments

described in Section 5.3.2.
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5.1.3.4 Choice of Sampling Period

The sampling period of the controller determines its responsiveness. Finer-grained sampling al-

lows the controller to be more responsive although it increases system overhead. However, the

controller should sample no faster than the granularity of the time-stamps that indicate thread

progress. Otherwise, the large time-stamp granularity will quantize the progress signal, which

introduces error and potential instability in the feedback system.

This trade-off can also be described in terms of the estimator behavior in Equation 5.4. The

estimator can accurately and more responsively track gi when the parameter value β is large and

the sampling period is small. However, time-stamp granularity introduces a disturbance in the

measured value of gi. To reduce this disturbance, β should be made smaller and the sampling

period larger! This fundamental trade-off between accurate tracking and minimizing monitoring

noise exists in all control systems [35]. We use experiments that are described in Section 5.3.2 to

determine the optimal sampling period given the time-stamp granularity so that the real-rate con-

troller can achieve its goal of minimizing delay. Based on these experiments, we set the sampling

period to be a multiple of the time-stamp granularity specified by the application.

In addition to time-stamp granularity, the thread period also helps determine to the sampling

period. Time-stamps in a real-rate thread increase when the thread does some minimum amount of

logical work. The period of a real-rate thread is at least this amount of time. For example, a video

decoding process may chose its period to be 33.3 ms because it must process a complete frame

within that time for a 30 frames per second video. Hence, we expect time-stamps to increase every

thread period. Based on this insight, we choose the controller sampling period for each real-rate

thread based on two quantities, 1) a multiple of the time-stamp granularity, where the multiple is

determined using experiments described later, and 2) a multiple of the thread period, where this

multiple ensures that condition 1 is met. If the thread does not specify its period, then the thread

period is set to the sampling period, which is determined using time-stamp granularity only.

More formally, if Tg denotes the time-stamp granularity, Tp the thread period, K is the multi-

plicative factor for Tg and L is the multiplicative factor for Tp, then there are two cases:
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Ts =





LTp where (L − 1)Tp ≤ KTg ≤ LTp Tp is specified

KTg Tp is unspecified
(5.6)

Equation 5.6 shows that if Tp is specified, then the sampling period Ts is chosen to be a

multiple of Tp so that it is just larger than KTg. If Tp is not specified, then Ts (and Tp) are both

made equal to KTg. We define the term time-stamp quantization Q as shown below.

Q = Tg/Ts

= 1/K (5.7)

If time-stamps are very fine-grained or appear to be continuous, then they have a quantiza-

tion of 0. If time-stamps are large as compared to the sampling period, then they have a large

quantization. Our experiments will help determine the optimal quantization at which the con-

troller minimizes thread delay. Since the time-stamp granularity Tg is specified by applications,

Equations 5.7 and 5.6 can be used to determine the optimal sampling period.

An important reason why the sampling period and the process period are aligned is because

sampling in between process periods would give a poor progress signal since the application would

run at full CPU capacity for a while within its period and then stop based on its proportion. Hence

the progress signal would appear to be a square-wave rather than a smooth signal.

5.1.3.5 Control Mechanism During Overload

Equation 5.2 updates a thread’s proportion to maintain a target unit real rate. The resource needs

of the real-rate threads in the system is the sum of the calculated proportions pi across all threads.

When this calculated resource utilization is greater than available resources or greater than the

overload threshold OT , the resource is overloaded and all threads cannot be assigned their calcu-

lated proportions.

In the absence of an integrated quality adaptation mechanism, the controller handles resource

overload by using priorities such that, in overload, the least important tasks are either suspended

or dropped from the system entirely. This approach allows more important tasks to maintain
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their real-rate progress.3 If an integrated quality adaptation mechanism is available so that real-

rate threads can adapt their resource needs when their progress needs are not met, then other

approaches for handling overload such as fair progress [104] are possible. With fair progress,

proportions are assigned to ensure that all threads achieve the same real rate. This approach is

similar in spirit to a fair sharing policy where all threads are given equal resources. The difference

is that instead of allocating equal proportions, fair progress ensures that all threads make the

same progress, although at less than unit real-rate. Fair progress can be extended to weighted-fair

progress in the same way fair sharing can be extended to weighted-fair sharing.

Our current TSL implementation does not pass information back to applications during over-

load. Several researchers have suggested using this upcall technique so that applications can adapt

appropriately [85, 82]. While such techniques can be implemented in TSL, they require coopera-

tion between applications and the OS and are outside the scope of this thesis.

When reserved threads, which are given a fixed proportion, are also executing in the system,

their allocation must be subtracted from the overload threshold to obtain the amount of resources

available to real-rate threads. In addition, the proportion-period scheduler performs admission

control on reserved threads and does not admit new reserved threads if the total requirements of

these threads would exceed the overload threshold.

5.1.3.6 Tuning the Real-Rate Controller

The goal of the real-rate controller is to minimize the delay introduced at each thread. This section

describes qualitatively how the real-rate feedback controller is tuned to achieve this goal. Feed-

back control is the process of measuring a control variable and influencing the system so that the

variable conforms to some goal. A block diagram of a control system is shown in Figure 5.5.

In the real-rate control, the control variable is the real rate of the thread and the goal is unit real

rate. The disturbance in the system is the variation in the proportional gain or gi over time. The

monitor measures time-stamps and feeds it to the controller, whose goal is to estimate this value

accurately. The disturbance in the monitor is the time-stamp granularity Tg which makes the

estimation of progress harder.

3If multiple tasks are assigned the same priority level, the scheduler prioritizes these tasks randomly.
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Goal
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Feedback is used to counter the effects of disturbance in the system. The controller is system-
independent and interfaces with the system via a system-dependent monitor and actuator. The
actuator adjusts the system so that the monitored value of the control variable matches the goal.

Figure 5.5: A block diagram of a feedback control system.

Figure 5.6 shows the response of a control system to a step input. A step input is an external

input that instantaneously changes the control variable from zero to one (normalized). It represents

the worst case input for a feedback system. The response in Figure 5.6 shows how the system

output changes over time. A system is considered more responsive than another system when it

has a smaller rise time, which is the time it takes for the system to reach the vicinity of a new goal

after the input has changed or been perturbed. A system is considered more stable than another

system when it has a smaller overshoot, which is the maximum amount the output exceeds its

final goal (as a percentage of the step size, which is one in Figure 5.6). Control tuning consists of

systematically adjusting control parameters until the rise time and overshoot requirements can be

met.

The real-rate mechanism in Equations 5.4 and 5.5 are analyzed using a step input as shown

in Figure 5.6. The step input occurs due to an instantaneous increase in the processing needs

of the thread. In other words, the value of the proportional gain gi (the system disturbance) is

increased in a step. If the proportion allotted to the thread is kept constant, the real rate ri = (ti −

ti−1)/Ts = (pi/gi) will decrease below unity since it takes longer to process data. Equation 5.5

will eventually increase the thread’s proportion so that the real rate reaches its unit target. For the

real-rate mechanism, the vertical axis in Figure 5.6 is the real-rate of the thread. It is normalized

between zero and unity (i.e., immediately after the step input, the real rate is considered to be zero
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The graph on the left shows the response of a control system to a step input (input changes
from 0 to 1 at time 0). The response is characterized by the rise time, overshoot and the settling
time. The graph on the right compares a responsive system (a small rise time) to an unresponsive
system (no overshoot). Intuitively, the output responds to the input faster in a responsive system
and thus the system is able to quickly track changes in the input. However, the responsive system
has higher overshoot and exhibits more oscillatory behavior.

Figure 5.6: The control response.

and the response converges to unit real rate). To understand the effect of time-stamp granularity

(the monitor disturbance), our experiments in Section 5.3.2 also vary time-stamp granularity Tg

while inducing the proportional gain step.

The choice of α and β parameters in Equations 5.4 and 5.5 depends on the expected system

disturbance (changes in gi) and monitor disturbance (value of Tg). The α and β parameters affects

the proportion overshoot and the additional delay experienced by the thread after a step input.

Larger overshoot will cause faster resource overloading than needed, which will result in applica-

tions unnecessarily reducing their rate requirements. Thus one tuning goal is to reduce overshoot.

The additional delay experienced by the thread is iTs − ti in Equation 5.5. This delay is pro-

portional to the shaded area A in Figure 5.6. The second tuning goal is to minimize this value

or else applications may again unnecessarily reduce their rate requirements. Increasing α and β

parameters decreases the additional delay but also increases the overshoot. In this thesis, we use

simulation to tune α and β so that delay is minimized while at the same time overshoot is limited
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to a reasonable value such as 15-30 percent used in standard control.

5.1.3.7 Feedback Composition

This section describes the interaction among the controls of different real-rate threads that are

connected by shared queues and the buffering needs of these threads.

Controller Behavior The real-rate mechanism has been designed so that feedback interaction

is minimized among threads in a pipeline. For example, the input to the real-rate control at a

consumer thread is the time-stamp of the packet at the head of the queue (see the discussion

in Section 5.1.2). A change in the incoming rate does not affect the head of the shared queue.

Consequently, as long as the queue does not become empty, the real-rate controller behavior at

the consumer thread is not affected by the controller behavior at the producer thread. The case

when the shared queue becomes empty (and time-stamps do not increase) is treated as a boundary

condition and the real-rate controller leaves the proportion unchanged so that when packets appear

in the buffer next time, the thread’s previous cached proportion is used. This policy reduces the

ramp up time for allocating the correct proportion when packets become available but wastes

resources when packets are not available. However, with properly tuned controls, we expect that

buffers will not become empty and hence resources are not wasted.

Buffering Requirements We will consider the buffering needs at a queue shared between a

producer thread T1 and a consumer thread T2 that are connected by the shared queue Q2 (see

Figure 5.2). Note that the buffering needs are not in terms of bytes of data but in terms of time.

For example, we say that the queue needs to store 100 ms of data. This method of viewing

buffering requirements allows understanding the delay behavior in a pipeline since this queue can

introduce 100 ms of delay.

The control response at the real-rate thread T1 affects the buffer requirements at queue Q2.

Note that further downstream queues, if present, are not directly affected by the control behavior

at thread T1 since the real-rate control response at thread T2 is not affected by the control response

at thread T1, as described above. This property, which follows from our approach of minimizing

interactions across the controllers of different threads, allows analyzing the buffering requirements
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at a queue by considering the behavior of only its producer and its consumer.

To estimate the amount of additional buffer requirements at queue Q2 due to a step input at the

thread T1, let’s examine the left graph in Figure 5.6. During the rise time, the real rate of thread

T1 is less than unity (although more data is being transmitted by thread T1 compared to before

the step input!). Hence, the buffering needs (in time) at queue Q2 decreases by the shaded area

A shown in Figure 5.6. However, during the time when the overshoot occurs, the real rate of the

thread is greater than unity. The buffer length at queue Q2 increases by the shared area B shown

in Figure 5.6. A similar analysis can be applied to thread T2 to show that the buffer requirements

of queue Q2 increase during the rise time of thread T2. Hence, queue Q2 must provision for

buffering based on the overshoot response of its producer thread T1 (shown by area A) and the

rise-time response of its consumer thread T2 (shown by area B). With this amount of buffering,

the real-rate scheduler will be sufficiently responsive that queues will not become empty or fill

up, which can lead to additional delays. Note that this analysis assumes the worst case for delay

because it assumes that T1 is in its overshoot phase when T2 is in its rise-time phase. If T1 and T2

are both in their rise-time or their overshoot phases, the buffering requirements will be smaller.

5.2 Implementation

To evaluate the real-rate CPU scheduling scheme, we have implemented a proportion-period CPU

scheduler and the real-rate controller in Time-Sensitive Linux. The implementation of each is

briefly described below.

5.2.1 Proportion-Period Scheduler

The proportion-period scheduler provides temporal protection to threads and uses an EDF schedul-

ing mechanism to obtain full processor utilization. In a proportion-period scheduler with parame-

ters (P, T ) where P is the proportion and T is the period, the execution time Q is equal to P ∗T . In

the implementation, a capacity and a deadline is associated with each proportion-period thread. At

the beginning of each period, the capacity is recharged to the maximum value Q, and the deadline

is assigned to be the end of this reservation period. In the EDF scheduler, all threads are sorted

by this deadline and the first runnable thread in this sorted EDF queue is executed. In addition,
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when two threads have the same deadline, the one with the smallest remaining capacity is sched-

uled to reduce the average finishing time. When a proportion-period thread executes, its capacity

is decreased over time. Note that capacities can be decreased in the scheduling dispatcher that

knows which thread is about to sleep and how long it has executed. When the capacity is zero, the

reservation is depleted and the thread is blocked.

We use the high-resolution firm timers mechanism (see Chapter 2) in the proportion-period

scheduler implementation for two purposes. First, a firm timer per-thread is used to detect the start

of a reservation period. Second, we police a thread to detect when it has reached zero capacity

by scheduling a system-wide firm timer in the scheduling dispatcher every time a reserved thread

starts executing. When this firm timer fires, the reservation of the currently executing reserved

thread is depleted. Our evaluation of the proportion-period scheduler in Section 5.3.1 shows that

the firm timers mechanism detects the start of reservation periods and polices threads accurately

with low latency.

The proportion-period threads executing under the EDF scheduler are dispatched by the stan-

dard Linux scheduler in TSL. All EDF scheduled threads generally have the highest real-time pri-

ority values in the system. The EDF threads themselves use an implicit two-level priority scheme

where the next deadline thread has the highest priority and the other threads have lower priority.

The key features of our proportion-period scheduler are very low overhead to change proportion

and period, and fine-grain control over proportion and period values.

5.2.2 Real-Rate Controller

We have implemented the real-rate controller in the kernel as a Linux kernel module. The sampling

period of the controller is equal to the process period. The proportion-period scheduler sets 100 µs

as the limit of the sampling period. While this limit was chosen to ensure that the scheduler

code does not itself take all the CPU and hence cause a livelock (since it doesn’t run under the

proportion-period scheduler), we have not yet needed to schedule applications at this granularity.

The controller samples the time-stamp of each thread at the boundary of the thread’s period

and then executes the control shown in Equation 5.2 to actuate a new proportion. If the time-stamp

of a thread has not increased since the previous sampling period, the proportion is held constant.

When the real-rate requirement of a thread increases so that the total utilization across all
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threads would cross the overload threshold, then the controller suspends the least important real-

rate processes for overload control. By default, the overload threshold is set to 90% of CPU

capacity.

The control equation is implemented using integer arithmetic because the Linux kernel does

not save or restore floating point registers for kernel code to reduce the cost of context switches.

Hence kernel code does not use floating point arithmetic. For high precision, proportions and

periods in the kernel are maintained and manipulated in terms of processor cycles. This approach

melds well with firm timers since firm timers maintain timer expiry values in processor cycles also.

To minimize overhead, we use the minimum possible number of multiply and divide instructions

to implement the controller. To do so, the α and β constants are chosen to be a reciprocal of

powers of 2 (i.e., 1/2, 1/4, etc.).

Threads get scheduled under the real-rate controller when they use either of the two interfaces,

described in Section 5.1.2, that allow the controller to monitor a thread’s progress. In both cases,

the controller shares a region with user code from where it obtains the thread’s progress time-

stamps.

5.3 Evaluation

The following sections evaluate the performance of our scheduler. Section 5.3.1 evaluates the

overhead, correctness and accuracy of proportion-period scheduling behavior under TSL. Then,

Section 5.3.2 evaluates the behavior of the real-rate controller.

5.3.1 Proportion-Period Scheduler

At the lowest level, the overhead of the proportion-period scheduler depends on the execution time

of the following four actions: 1) scheduling dispatch, 2) waking up of a process, 3) processing at

period boundaries, and 4) policing of allocations. Since the proportion-period scheduler uses an

EDF mechanism, the execution time of these actions depends on three basic operations: 1) the

time needed to get the earliest thread, 2) the time to manipulate threads in the sorted EDF queue

and 3) the time needed to process firm timers. The scheduling dispatcher deletes the previous

thread from the EDF queue and runs the next thread with earliest deadline. The waking up of



120

a process requires an insertion into the EDF queue. The processing at a period boundary and

the policing of allocations requires firing a firm timer after which either a process is woken up

or a scheduling dispatch operation is invoked. Section 2.4.2 showed that the overhead of firm

timers is O(log(n)), where n is the number of active timers in a 10 ms interval and, in practice,

it is very low. The cost of accessing the earliest deadline thread from the EDF queue is O(1).

The cost of inserting and deleting from an EDF queue is O(log(n)) where n is the number of

active, runnable proportion-period threads in the system. The number of active runnable threads

depends on whether the periods of different processes are aligned. Interestingly, when the periods

of different processes are not aligned, the number n is small, because as long as the system is not

overloaded, the average number of runnable threads in a sufficiently long time interval must be

less than or equal to 1. When the periods of threads are aligned, several processes may be runnable

at once, in which case the number of active runnable proportion-period threads can be as large as

n.

Our original motivation for implementing a TSL system was to implement a proportion-period

scheduler that would provide an accurate reservation mechanism for the feedback-based real-rate

controller. The accuracy of allocating resources using a feedback controller depends (among other

factors) on the accuracy of actuating proportions. In our initial proportion-period scheduler im-

plementation on standard Linux, there were three sources of inaccuracy: 1) the period boundaries

are quantized to multiples of the timer resolution or 10 ms, 2) the policing of proportions is also

limited to the same value because timers have to be used to implement policing, and 3) heavy loads

cause long non-preemptible paths and thus large jitter in period boundaries and proportion polic-

ing. These inaccuracies introduce noise in the system that can cause large allocation fluctuations

even when the input progress signal can be captured perfectly and the controller is well-tuned.

The proportion-period scheduler implementation on TSL uses firm-timers for implementing

period boundaries and proportion policing. To evaluate the accuracy of this scheduler, we ran

two processes with proportions of 40% and 20% and periods of 8192 µs and 512 µs respectively

on a 1.5 GHz Pentium-4 Intel processor with 512 MB of memory.4 These processes were run

4The proportion-period scheduler implementation in these experiments is an older implementation that allowed
thread periods to only be multiples of 512 us. While this period alignment restriction is not needed for a proportion-
period scheduler, we were initially using it because it simplified the feedback-based adjustment of thread proportions
during overload.
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first on an unloaded system to verify the correctness of the scheduler. Then, we evaluated the

scheduler behavior when the same processes were run with competing file system load (described

in Section 3.4). In this experiment each process runs a tight loop that repeatedly invokes the

gettimeofday() system call to measure the current time and stores this value in an array. The

scheduler behavior is inferred at the user-level by simply measuring the time difference between

successive elements of the array. A similar technique is used by Hourglass [92].

Table 5.1 shows the maximum deviation in the proportion allocated and the period boundary

for each of the two processes. This table shows that the proportion-period scheduler allocates

resources with a very low deviation of less than 25 µs on a lightly loaded system. Under high

file system load the results show larger deviations. These deviations occur because execution time

is “stolen” by the kernel interrupt handling code which runs at a higher priority than user-level

processes in Linux. Note that the numbers presented are for the maximum deviation in allocation

(not the average) over all periods during the entire experiment. The maximum period deviation of

534 µs gives a lower bound on the latency tolerance of time-sensitive applications. For example,

soft modems require periodic processing every 4 ms to 16 ms [23] and thus could be supported on

TSL at the application level even under heavy file system load.

No Load File System Load
Max Proportion Max Period Max Proportion Max Period

Deviation Deviation Deviation Deviation
Thread 1

Proportion: 40%, 3276.8 µs 0.3% ('25 µs) 5 µs 6% ('490 µs) 534 µs
Period: 8192 us

Thread 2
Proportion: 20%, 102.4 µs 0.7% ('3 µs) 10 µs 4% ('20 µs) 97 µs

Period: 512 us

Table 5.1: Deviation in proportion and period for two processes running on the proportion-period
scheduler on TSL

Note that while the maximum amount of time stolen is 490 µs and 20 µs for threads 1 and 2,

this time is over different periods. In particular, the interrupt handling code steals a maximum of

4-6% allocation time from the proportion-period processes. One way to improve the performance

of proportion-period scheduling in the presence of heavy file system load is to defer certain parts
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of interrupt processing after real-time processes or explicitly schedule interrupt processing. A

less intrusive solution is to compensate for interrupt processing by dynamically allocating CPU to

threads based on measured stolen time [93, 3]. We are currently investigating these solutions.

An alternative method for evaluating the scheduler behavior is to use a kernel tracer, such as

LTT [113], that can register the occurrence of certain key events in the kernel. These events can

be analyzed later after program execution. Kernel tracers are often used in real-time systems for

verifying the temporal correctness of the kernel and of real-time applications. We ported LTT

to TSL. This process was relatively simple since LTT code functionality is orthogonal to TSL

functionality. However, LTT code was often added in the same places where firm timers and

preemption code had been added. Hence, porting required careful integration. Figure 5.7 shows

a sample session analyzing the schedule generated in the previous experiments. All processes

in the system are shown on the left. The trace visualizer application shows the process execution

schedule on the right with vertical black lines whose height corresponds to the executing processes

shown on the left. The two proportion-period processes, marked as “unnamed child” by the trace

visualizer and with PIDs 2493 and 2492, are easily recognizable, because they use most of the

CPU time. Also note that their execution is regular, and coincides with the expected schedule

for two processes with proportion-periods (40%, 8192) and (20%, 512). All the non proportion-

period processes execute when processes 2492 and 2493 have exhausted their proportions. For

example, the lyx editor executes for a short period of time after the first period of process 2493.

5.3.2 Real-Rate Controller

This section uses simulation to characterize the performance of our prototype real-rate controller.

It examines the responsiveness and stability of the controller as a real-rate thread’s resource re-

quirements change over time and explains how the controller parameters should be tuned. The

simulation engine is a custom written program. Its implementation closely mimics the controller

we have implemented in the Linux kernel except that the simulation uses floating points while the

kernel controller performs fixed point arithmetic.

The goal of the controller is to track the processing needs of each thread. This goal can be

stated as two sub-goals: 1) minimize delay introduced at the thread and 2) keep the proportion

overshoot at a reasonable level, as explained in Section 5.1.3.6. Hence, all results in this section
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The Linux kernel tracer (LTT) helps to visualize the schedule generated by two proportion-period
processes.

Figure 5.7: Linux kernel tracer.

are presented in terms of these two goals. We use simulation to understand the trade-off between

these goals and to tune the parameters of the controller. The simulation also provides intuition and

a systematic methodology for tuning these parameters.

The processing needs of a thread are modeled by the proportional gain gi. When this gain

increases, then the processing needs of the thread have increased and vice-versa. The basic simu-

lation experiment changes the value of gi in a square wave and measures the delay and allocation

overshoot introduced by the controller, and hence indicates how well the control law together with

the estimator tracks gi. The square-wave signal is a step up and step down signal which shows the

effect of changing gi in the most drastic manner. In practical situations, gi will vary less dramati-

cally and thus the square wave measures the worst case delay requirements and overshoot due to

the control response.
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The simulation experiment is performed with a square wave, where the proportional gain gi is
changed from gmax to gmin and back. The dotted line shows how we expect the controller output
to track gain. The areas Bd and Bu show where the thread has accumulated delay while the areas
Fd and Fu show where the thread is running ahead. The area Bu is shown twice. In the first
area, the thread is accumulating delay because the allocation is lower than the desired gmax. In
the second area, the allocation is higher and hence the thread catches up. Similarly for the area
Fd. The proportion overshoot during the step up phase of the square wave is Ou/(gmax−gmin).

Figure 5.8: Square wave simulation

Figure 5.8 shows how the value of gi is changed in a square wave. The experiments below

measure delay and overshoot of the controller for different values of the step ratio G = gmax/gmin

(i.e., for different instantaneous changes in the mapping between resource requirements and real-

rate progress). As the step ratio G increases, the delay and overshoot is expected to increase

because the controller takes longer to stabilize to the larger change in the proportional gain. Since

pi = giri and the goal of the controller is to drive ri to 1, the output of the controller, pi, is

expected to track gi. This output is shown with the dashed line in Figure 5.8.

Recall from Equation 5.3 that the delay introduced at a thread by the controller is equal to

iTs − ti. The results below calculate the value of delay by using the maximum positive value of

iTs − ti, or max(iTs − ti). In Figure 5.8, this maximum delay is equal to max(Bd, Bu). Note

that we do not consider the areas Fd and Fu for delay because here the thread is running ahead.

The allocation overshoot during step up is calculated as Ou/(gmax−gmin), where these values

are shown in Figure 5.8. Note that our experiments do not consider proportion undershoot during



125

step down since reducing the proportion of a thread to less than what it eventually needs does not

cause resource overloading. Note also that the simulation starts with the proportion being set to

p0. Initially, the simulation experiments are performed starting with p0 = g0 = gmax to determine

delay and overshoot, when p0 starts at the correct proportion value. Later, we show how the choice

of p0 affects delay.

The real-rate mechanism has three parameters, α, β and p0 that need to be tuned to meet the

controller’s goals. In addition, there are two main factors that affect feedback accuracy: 1) system

disturbance, or variations in the proportional gain gi, the ratio between the proportion of CPU

assigned to a thread and the real-rate progress made by the thread, and 2) monitor disturbance,

or the granularity of time-stamps Tg generated by a real-rate application. The expectation is that

increased variations in gi and larger value of Tg will reduce feedback accuracy. Our experiments

use simulation to model variations in gi and different Tg. The following sections explain 1) how

the parameter α should be chosen, 2) how the parameter β should be chosen, and 3) the effect of

the choice of p0 on delay.

5.3.2.1 Choice of α

The first set of simulation experiments show how the α parameter of the control law in Equa-

tion 5.5 should be chosen. To do so, we first show how the choice of α values affects delay and

overshoot. Here, time-stamps are assumed to be continuous (i.e., quantization Q is zero or there

are no quantization issues due to coarse granularity time-stamps). The next section shows that the

optimal value of the estimator parameter β is 1 when quantization is zero. Hence, β is chosen to

be 1 in these experiments. In addition, p0 is chosen to be gmax as described earlier. Later sections

relax these assumptions.

Figure 5.9 shows the overshoot as α is changed from 0 to 2 when G = 2.5 As expected, larger

values of α increase the proportion overshoot because the controller becomes more responsive to

variations in current delay. Increasing overshoot can result in overload, which can cause slowing

down or suspension of other real-rate applications. Hence, from now on we will choose α values

so that overshoot is limited to within a certain maximum range from 10-30% as shown with the

5Note that α must lie between these values for stability.
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Figure 5.9: Relationship between overshoot and control parameter α.

lines at the bottom-left of Figure 5.9.

Figure 5.10 shows the maximum delay introduced by the controller for different values of the

step ratio G. Increasing the value of G implies that the controller has to adapt to larger changes in

progress needs, hence the increased delay. Note that the absolute value of the proportion require-

ments does not affect delay. For example, the increased delay will be the same if the proportion

requirements increase from say 10% to 20% versus from 20% to 40%. The real-rate controller

possesses this desirable property because it explicitly estimates the value of gi in Equation 5.4,

which it then uses as a parameter for the control law in Equation 5.5. A linear control law that

does not estimate gi but uses a constant parameter would not have this property.

In this graph, the largest possible value of α was chosen to minimize the worst-case delay,

while keeping overshoot to less than 15%. In this case, when there is no quantization and β is

chosen to be 1, the α value was 0.15 in all cases. Hence, from now on, we will use an α value

close to 0.15 because it limits overshoot. In our implementation, α is chosen to be a negative

power of 2 for integer arithmetic and thus is 1/8 or 0.125.

5.3.2.2 Choice of β

The previous section described how the control law parameter α should be chosen and showed how

delay depends on instantaneous variations in the proportional gain gi. To simplify the discussion,
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Figure 5.10: Relationship between delay and step ratio G.

it made the unrealistic assumption that time-stamp quantization Q is zero. In practice, real-rate

threads perform work and hence progress at a certain granularity. This granularity is captured

in the value of Q, which is the ratio of the time-stamp granularity and the sampling period, as

described in Equation 5.7. Quantization affects the behavior of the estimator in Equation 5.4.

Generally, with increasing quantization, the estimator parameter β must be made smaller to reduce

disturbance due to quantization. However, reducing β also reduces the response of the estimator

to real changes in the value the proportional gain gi, which is required by the control law.

This section explores this trade-off with a second set of simulation experiments that vary gi in

a step manner as the previous experiments but do so for different values of quantization Q. These

experiments describe how the estimation parameter β should be chosen for Equation 5.4. The

choice of β determines the effectiveness with which gi can be estimated. Since we assume that

gi changes slowly over time, the best choice of β is 1 when time-stamps have no quantization,

because then gi is estimated based on the most current observation. However, if time-stamps have

coarse granularity, β should be less than 1 to smooth out the disturbance or the errors caused by

quantization.

To understand how β should be chosen for different time-stamp granularities, we performed

the previous experiments for measuring delay again. This time α was fixed to 1/8 while β was
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varied. In addition, the quantization Q was varied. Given an accurate time-stamp, the coarse-

grained quantized time-stamp was simulated by taking the floor function of the accurate time-

stamp with respect to the time-stamp quantization.

Figure 5.11 shows the maximum delay, in sampling period units, introduced by the controller

for different values of time-stamp granularity. This figure shows three graphs for three different

step ratios G = 2, G = 3 and G = 4. The x-axis of each graph is the time-stamp quantization

(i.e., the granularity of time-stamps expressed in sampling period units). These graphs show that

increasing granularity increases delay significantly. For example, the delay increases by a factor

of more than 2 when the time-stamp quantization changes from 0 to 0.4.

The top of each graph shows the value of β with which each experiment is run. As time-

stamp granularity increases, the value of β is decreased because larger granularity implies higher

quantization error, which requires more smoothing. At each point in the graph, the overshoot

value is also shown. For example, when G = 2 and the time-stamp granularity is 0.1, then the

overshoot is 0.2 or 20%.

The choice of β in these experiments was made after running several exhaustive experiments

with different values of β and the overshoot value. These experiments showed several interest-

ing characteristics. First, with increasing quantization, both the delay and the overshoot values

increase, as shown in the graphs. Second, as quantization increases, delay increases exponentially

if the overshoot has to be limited to a small value such as 15%. Finally, the values of β shown are

close to optimal in terms of delay and overshoot in the following sense. At each quantization, if the

β value is larger than the value shown in the graph, then delay decreases by a little but overshoot

increases by a large amount because the estimator is too aggressive and does not smooth out the

variations in time-stamps. Also, if the β value is smaller than the value shown in the graph, then

overshoot decreases by a little but delay increases by a large amount because then the estimator

takes too long to respond to actual changes in gi (i.e., changes due to the step function). The

graphs show delay and overshoot for quantization until 0.4. Larger values of quantization cause

very large increases in delay or overshoot. The values of β we used (shown in the figure) allow

easy integer implementation of the estimator law.

Given the time-stamp granularity of a thread, the graphs in Figure 5.11 provide all the data

needed to choose the optimal sampling period of a thread. Such a period would minimize the
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These graphs show how the effect of time-stamp quantization on delay. As quantization in-
creases, delay (expressed in sampling period units) increases also. At each point of the graph,
the overshoot value is shown, which also increases with increasing quantization. At the top of
the graph, the β value that was used for each quantization is shown. These β values are close to
optimal for minimizing the maximum delay and overshoot. The three graphs show the delay for
the step ratios G = 2, G = 3 and G = 4.

Figure 5.11: Relationship between delay and time-stamp quantization.

worst-case delay experienced by the thread as explained in Section 5.1.3.4. To choose the optimal

sampling period, note that the delay in the y-axis in the graphs in Figure 5.11 is expressed in

terms of the sampling period. Instead, if we divide each of the delay points by the quantization

value, the delay would be expressed in terms of the time-stamp granularities since the quantization

Q = Tg/Ts (see Section 5.1.3.4). The three graphs above are combined and shown in Figure 5.12.

Here the y-axis shows the delay in terms of any arbitrary time-stamp granularity while the x-

axis is still the quantization. This figure shows that the optimal quantization lies between 0.2



130

0

1

2

3

4

5

6

7

8

9

10

0 0.1 0.2 0.3 0.4

D
el

ay
 (i

n 
T

g 
un

its
)

Time-stamp quantization Q

G=2
G=3
G=4

Figure 5.12: Optimal quantization value lies between 0.2 and 0.3.

and 0.3 since then delay in minimal. Based on this figure, the sampling period is optimal when

Ts = Tg/Qoptimal , or the sampling period Ts should be 3 to 5 times the time-stamp granularity.

In summary, Figure 5.12 shows that the real-rate controller should use a sampling period so

that the expected quantization in time-stamps is between 0.2 and 0.3. The graphs in Figure 5.11

show that with this quantization, β should be chosen to be 0.5. Section 5.3.3 discusses the impli-

cations of these numbers.

5.3.2.3 Effect of Starting Proportion on Delay

The simulation results in the previous section assumed that the proportion p0 at the start time is

chosen to be precisely the correct allocation value (i.e., gmax in Figure 5.8). If the value of p0 is

different from gmax, startup effects can cause additional delay and larger overshoot as shown in

the left side of Figure 5.8.

By carefully examining this figure, it should be clear that, if p0 is greater than gmin, then

the delay, which is equal to max(Bd, Bu), will not change because neither of these values will

change. However, if p0 is less than gmin, then Bu will be larger (and Bd may be larger) and

hence the delay and overshoot will be larger. Note that, when p0 is greater than gmax, then Fd and

possibly Fu will be larger but that simply means that the thread is running ahead and hence is not

considered part of delay.
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To understand how the value of p0 affects delay, we ran the square wave experiment with

different values of p0. This experiment is run twice, with the square wave first starting at gmax

and then at gmin to capture startup effects in both cases. The value of α is chosen as 1/8 and the

value of β is one because time-stamp quantization effects are ignored.

Figure 5.13 shows the results of this experiment. The x-axis in this graph is the initial pro-

portion and is drawn on a log scale. In this experiment, gmin = 10 (the thread needs 10% of the

CPU), gmax = 20 and hence G = 2. As expected, the smallest delay occurs when gmin ≤ p0.

Smaller values of p0 increase delay until the worst-case delay is twice the minimum worst case

delay assuming p0 was chosen correctly (i.e., ≥ gmin). This figure shows that estimating the initial

proportion correctly, such as by caching the proportion during the previous run of the thread, will

improve worst-case delay by as much as a factor of 2.

5.3.3 Discussion

Figure 5.12 shows the expected behavior of a real-rate controller. It shows the worst-case delay

that can be introduced for different values of instantaneous change in the proportional gain G for

any time-stamp granularity. When the sampling period is chosen to be 3 to 5 times the time-stamp

granularity (0.2 ≤ Q ≤ 0.3), the delay is minimal and this choice of sampling period is optimal.

Under these conditions, if the instantaneous change in gi is a factor of 2 (G = 2), then the expected
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worst-case delay lies between 2-3 times the time-stamp granularity.

We made initial measurements of the value of G for some video streams and its value was

between 2 and 4 [105]. Assuming G = 2, the controller can introduce 66-100 ms of delay

for a video application, if the video data is time-stamped 33.3 ms apart. To reduce this delay,

data has to be time-stamped at a finer granularity. For example, sub-frames of each frame could

be time-stamped at a finer-granularity. A CD audio application with time-stamps 2.27 ms apart

(time-stamps every 100 samples in a 44KHz signal) can expect 5-6 ms of delay if the maximum

expected variation in G is 2. In the future, we plan to measure the value of G rigorously for

other types of real-rate applications and verify the behavior of the controller with respect to the

simulation results.

The real-rate controller uses the proportion-period scheduler to schedule applications. We

have shown that the proportion-period scheduler is implemented more accurately under TSL. TSL

allows fine-grained sampling of progress and actuating of proportions and hence can be used with

real-rate threads that specify fine-grained time-stamps for low-delay.

5.4 Conclusions

The key benefit of the real-rate controller is that applications do not have to specify their schedul-

ing requirements in resource specific terms such as CPU cycles. Instead, applications use an

application-specific notion of progress such as timing information. The controller uses feedback

control to automatically derive the resource requirements based on the timing information. This

approach automatically adjusts the allocation of a thread as its resource requirements change over

time. For example, we have a multimedia pipeline of processes that communicate with a shared

queue. Our controller automatically identifies that one stage of the pipeline has vastly different

CPU requirements than the others (the video decoder), even though all the processes have the same

priority. This approach allows dependent processes to dynamically achieve stable configurations

of CPU sharing that fair-share, weighted fair-share, or priorities do not provide.

This chapter has explained how time-stamps can be monitored from an application, fed to the

controller, which then determines the appropriate allocation for the thread. We have shown how

the system can be modeled and the controller designed for our non-linear system using standard
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feedback linearization techniques. The goal of the controller is to limit proportion overshoot and

minimize the delay as experienced by a thread. Our analysis based on simulations has shown

how delay can be minimized by using an appropriate sampling period for the controller given

the granularity of time-stamps generated by the thread. In general, finer-grained time-stamps and

sampling reduces delay. TSL supports such fine-grained sampling, control and scheduling and

hence can help minimize scheduling delays.

Our feedback approach uses control analysis and simulation to determine feedback response

and stability. While some researchers have used such analysis for feedback scheduling [103], its

applicability in generic OS environments has been an open issue since the behavior of software

systems is harder to characterize under a variable mix of applications as compared to a dedicated

control system. Our real-rate approach shows that software systems can be modeled and analyzed,

and further, controllers using standard control techniques can be designed for them using very

generic assumptions about the operating environment.



Chapter 6

Tools for Visualization

This chapter describes gscope, a visualization tool for low-latency applications. Gscope provides

an oscilloscope-like interface that can be integrated with software applications [41]. While Gscope

runs on standard Linux, it is itself a low-latency application that can use the fine-grained and

accurate timing support available in TSL to poll application variables (signals) at high frequencies

and to display the results for visualization.

Gscope focuses on software visualization and is thus designed to handle various types of signal

waveforms, periodic or event-driven, in single or multi-threaded environments as well as local or

distributed applications. Gscope helps in visually verifying system correctness and modifying

system parameters. In our experience, it has been an invaluable debugging and demonstration tool

for the low-latency applications we have developed. Our experiments with using gscope show that

the library has low overhead.

Section 6.2 explains how gscope benefits from the fine-grained timing available under TSL.

Section 6.3 provides an example that shows how we used gscope for visualizing the behavior of

MIN_BUF TCP streams. Section 6.4 presents key components of the interface that enable an

application to communicate with gscope. Then, Section 6.5 discusses various aspects of program-

ming the gscope library and it describes some of our experiences with gscope. Finally, Section 6.6

presents our conclusions.

6.1 Introduction

Current techniques for visualizing, testing and debugging low-latency applications are long and

error prone. They involve some or all of these steps: 1) create an experimental setup, 2) generate

134
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data in real-time, 3) collect data and store it to files, 4) process the file data offline, and 5) plot

the data. The first three steps are complicated by the fact that the programmer must attempt to

minimize the impact of these steps on the application’s timing behavior. The programmer must

often repeat these steps several times before being satisfied with the results. In addition, for a

distributed application, data files must be collected from multiple machines and transferred to a

single machine where the data is correlated before it can be processed.1 This approach is error

prone because the steps outlined above are often not an integral part of the application. Further,

with this approach, it is not easy to demonstrate or experimentally validate system behavior in

real-time.

We have implemented a software visualization tool and library called gscope that borrows

some of its ideas from an oscilloscope. The gscope design is motivated by these following goals.

First, gscope should simplify visualization and modification of system behavior in real-time, es-

pecially the interactions among concurrent or competing software components, within or across

machine boundaries. Second, it should enable building compelling software demonstrations that

can help explain the internal working of a low-latency system and allow visual verification of sys-

tem correctness. Third, it should be an easy to use library that complements standard debugging

techniques with a real-time “debugging” tool and encourages the use of visualization as an inte-

gral part of the application. Finally, it should be a generic and extensible library that does not

need specific hardware for correct operation. A key reason for implementing oscilloscopes in ded-

icated hardware is because they can provide fine-grained and precise timing. We believe that TSL

helps to satisfy a software oscilloscope’s timing requirements and hence gscope does not require

dedicated hardware. This issue is discussed in more detail in Section 6.5.5.

From an ease of use perspective, the oscilloscope interface is ideal. The probes of the oscil-

loscope are hooked to a circuit and, loosely speaking, the oscilloscope is ready for use. Our goal

is to emulate this simplicity in interface as much as possible while extending it when needed to

accommodate software needs. In the simplest case, a gscope signal consists of a signal name and a

word of memory whose value is polled and displayed. More complex signals consist of functions

that return a signal sampling point. The next section describes the polling mechanism in gscope.

1In some cases, it is almost impossible to correlate distributed data for analysis, but we will assume that distributed
data can be correlated.
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In our experience, perhaps the most significant difference between the signals produced by

software components and the signals typically visualized in an oscilloscope is the number of sig-

nal or event sources. Since software signals are not necessarily tied to specific pieces of hardware,

applications can generate large numbers of disparate signals that need to be visualized and corre-

lated. For instance, we use gscope to view dynamically changing process proportions as assigned

by the feedback-based proportion-period scheduler (described in Section 5.1). Here, the number of

signals depends on the number of running processes. As another example, since software signals

are disconnected from hardware, they may be generated from remote sources (see Section 6.5.4).

6.2 Polling in Gscope

Gscope uses the GTK timeout mechanism to implement polling. The default GTK timeout im-

plementation uses the timeout feature of the POSIX select call. Although select allows

specifying the timeout with a microsecond granularity, the standard Linux kernel wakes processes

at the granularity of the normal timer interrupt which has a much coarser granularity such as 10 ms

on standard Linux.2 Thus gscope on standard Linux is limited to this polling interval and has a

maximum frequency is 100 Hz.

However, gscope on Time-Sensitive Linux allows much higher polling frequency because

the select implementation in TSL uses firm timers (see Chapter 2) and firm timers have 2-

5 µs timer resolution, which is close to the interrupt service time. (see the relevant discussion

in Section 3.3.1.1). In practice, the screen pixel size and the screen width can become a limiting

factor for display because if the polling frequency is very high and the display shows each polled

sample at the next pixel, then the signal will sweep the display very quickly and will not be easily

visible. For example, if one second worth of samples should be visible on the screen at a given

time and the screen size is 1600 pixels across, then the sampling period is limited to 625 µs. Note

that the display refresh rate is not a limiting factor at a high polling frequency because the samples

will still be displayed, although the display will batch several samples during refresh. To solve the

screen size problem, samples can be recorded at a high frequency and then displayed in playback

mode later (see Section 6.4.1).

2The setitimer periodic timer call behaves similarly on standard Linux.
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Gscope is itself a low-latency application and thus preemption and scheduling latencies in the

kernel can induce loss in polling timeouts under heavy loads. Under TSL, preemption latencies

are almost always less than 20 µs (as shown in Figure 3.6). In addition, to reduce scheduling

latency, gscope can be run as a high-priority real-time application. In case lost timeouts occur,

gscope advances the scope refresh appropriately without displaying the trace.

6.3 A Gscope Example

This section describes how we used the gscope library is used to visualize network behavior for

MIN_BUF TCP flows. We used the Mxtraf traffic generator [63] that incorporates gscope to

induce traffic in an experimental network. The experiment shown in Figure 6.1 shows the behavior

of TCP flows in a relatively congested wide-area network. In this experiment, we generate a

varying number of long-lived flows (called elephants) that transfer data from the server to the

client. This figure shows two signals. The elephants signal shows the number of long-lived

flows over time (the y-axis). This number is changed from 10 to 20 roughly half way through the

x-axis (i.e., 10 seconds into the experiment). The Cwnd signal shows the TCP congestion window

(at the server) of one (arbitrarily chosen) long-lived flow. This window provides an estimate of the

short-term bandwidth achieved by the flow.

This figure shows how the congestion window changes with a changing number of long-lived

flows. The first obvious thing to notice is that the congestion window size is reduced with increas-

ing number of flows. The lowest value of the Cwnd signal in the graphs corresponds to a Cwnd

value of one. TCP reduces its congestion window to one upon a timeout. The figure shows that

this value is only reached when the number of flows is 20 and not when it is 10. Additional signals

(not shown in these figures for simplicity) confirm that there is a timeout each time Cwnd reaches

one. These timeouts affect TCP throughput and latency significantly.

Visualization using gscope has revealed several interesting properties in TCP behavior that

would have been hard to determine otherwise. For instance, our initial MIN_BUF TCP imple-

mentation showed significant unexpected timeouts that we finally traced to an interaction with

the SACK implementation and which lead us to implement the sack correction described in Sec-

tion 4.4.
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Figure 6.1: A snapshot of the GtkScopewidget showing TCP behavior

6.4 Gscope API

This section describes the interface data structures that enable an application to communicate

with the gscope library. The gscope interface is relatively simple but powerful and consists of

three components: 1) signal specification, 2) control parameter specification for configuring the

application, and 3) tuple format for streaming signals in real time and for recording and viewing

data offline.

Gscope has been implemented using the Gnome [25] and GTK [44] graphical toolkits. These

GUI toolkits are multi-platform although they are primarily designed for the X Window System.

Both Gnome and GTK use the Glib library that provides generic system functionality independent

of the GUI. For instance, Glib provides portable support for event sources, threads, and file and

socket I/O. Gscope uses some of this Glib functionality.

The main graphical widget in the gscope library is called GtkScope, as shown in Figure 6.2.

An application creates a signal by making a GtkScopeSig data structure for each signal that

encodes properties of the signal. Then it passes this data structure to the gscope library for display.
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The library creates a GtkScopeSignal object for each signal. Applications can create one or

more GtkScopewidgets and one or more signals in each scope. A screen shot of the GtkScope

widget with the embedded canvas displaying two signals was shown in Figure 6.1.

Application

GtkScope GtkScopeGtkScopeSignal

GtkScopeSig GtkScopeSig

GtkScopeSignal

Figure 6.2: The GtkScopewidget

6.4.1 Signal Interface

Gscope can acquire signal data from applications in one of two acquisition modes: polling or

playback. In polling mode, signals are obtained from the running program using the signal inter-

face described below. Polled signals can be unbuffered or buffered. In unbuffered mode, gscope

polls and displays single sampling points. In buffered mode, applications enqueue signal samples

with time-stamps into a buffer and gscope displays these samples with a user-specified delay. The

buffered mode enables applications to push data to the scope. For instance, an application can

listen for kernel events on a netlink socket and push these event samples to the gscope buffer.

Gscope polls the buffer periodically to display the samples. Polled signals can be displayed in

the time or frequency domain. In addition, the polled data can be recorded to a file. Section 6.5

discusses the polling overhead and the finest polling granularity that is supported in gscope.

In the playback mode, data is obtained from a file and displayed. This file format is described

in Section 6.4.3. Both polling and playback modes have a polling period associated with them. In

both modes, data is displayed one pixel apart each polling period (for the default zoom value).

A signal is specified to the gscope library using a GtkScopeSig structure shown below:

typedef struct {
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char *name; /* signal name */

GtkScopeSigData signal; /* signal data */

/* color, min, max, line, hidden, filter */

} GtkScopeSig;

The name is the name of the signal and the signal field is used to obtain signal data. This field

is described with an example below. The rest of the fields are optional parameters that specify the

color of the signal, the minimum and maximum value of the signal displayed (for default zoom

and bias values), the line mode in which the signal is displayed, whether the signal is hidden or

visible, and a parameter α for low-pass filtering the signal. The low-pass filter uses the following

equation to filter the signal: yi = αyi−1 + (1 − α)xi. Here, xi is the signal point and yi is the

filtered signal point. The α filter parameter ranges from the default value of zero (unfiltered signal)

to one.

The examples below show the GtkScopeSig specification for the elephants and Cwnd

signals. The elephants signal consists of an integer value that will be sampled by gscope. The

Cwnd signal uses the get_cwnd function to determine the Cwnd value of the socket fd.

int elephants;

GtkScopeSig elephants_sig = {

name: "elephants",

signal: {type: INTEGER, {i: &elephants}},

min: 0, max: 40 /* optional */

};

int fd; /* socket file descriptor */

GtkScopeSig cwnd_sig = {

name: "Cwnd",

signal: {type: FUNC, {fn: {get_cwnd, fd}}},

};

The signal can be of type INTEGER, BOOLEAN, SHORT, FLOAT, FUNC or BUFFER and this

type determines how signals are sampled. When the signal type is BUFFER, the signal is buffered,

otherwise it is unbuffered.
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Unbuffered Signals

For unbuffered signals, the INTEGER, BOOLEAN, SHORT, FLOAT field in the GtkScopeSigData

union is sampled and displayed, depending on the type of the signal. When the signal type is

FUNC, the fn function field in the union is invoked with the two arguments arg1 and arg2

(passed in by the user during GtkScopeSig initialization) and the function’s return value is the

value of the signal data. The function mechanism allows reading arbitrary signal data.

Buffered Signals

For buffered signals, gscope reads data from a scope-wide buffer that has time-stamped signal data

in a tuple format (described in Section 6.4.3) and displays this data with a user-specified delay.

Gscope provides applications an API for inserting the time-stamped signal data in the buffer.

Currently, unbuffered signals are never delayed but, in the future, it may be useful to delay such

signals so that they can be compared or matched with buffered signals.

6.4.2 Control Parameter Interface

The GtkScopeParameter structure in the gscope library can be used to read and modify ap-

plication parameters. These parameters are not displayed but generally used to modify application

behavior. The GtkScopeParameter structure is very similar to the GtkScopeSig structure.

However, while signals can only be read, application parameters can also be modified.

6.4.3 Tuple Format

Signals can be streamed to gscope. For instance, streamed signals allow visualization across

machines in real time. Signals can also be recorded to a file and gscope can replay signals from

the file. In all these cases, signal data is delivered, generated or stored in a textual tuple format.

Each tuple consists of three quantities: time, value and signal name. This format allows multiple

signals to be delivered to gscope or recorded in the same file. As a special case, if there is only

one signal, then the third quantity may not exist. In that case, signals are simply time-value tuples.

When signals are replayed from a recorded file, the time field of successive tuples should be

in increasing time order and its value is in milliseconds. Data is displayed one pixel apart for each
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polling period (for the default zoom value). For instance, if the polling period is 50 ms, then data

points in the file that are 100 ms apart will be displayed 2 pixels apart.

6.4.4 Programming With Gscope

The gscope library has a programmatic interface for every action that can be performed from the

GUI. Figure 6.3 presents a fragment of a simple program that shows how the gscope library is

used. After creating scope, the elephants_sig signal (defined in Section 6.4.1) is added to

scope and scope is set to polling mode, where it polls the value of elephants every 50 ms.

The client changes the value of elephants and sends a message to the server on the control socket

fd. The server reads the value of elephants in the function read_program, which runs

when the control data becomes available from the client. In this usage style, the read_program

function is I/O driven and performs non-blocking calls. Other ways of using the gscope library

include 1) periodic invocation of read_program and 2) separation of the scope into its own

thread. These issues are discussed further in Section 6.5.3.

6.5 Discussion

The previous section has described the gscope API and how the gscope library can be used. This

section discusses various aspects of programming the gscope library in more detail and it describes

some of our experiences with gscope. Section 6.5.1 describes portability issues with the gscope

library. Section 6.5.2 examines how gscope can be effectively used for different types of signals.

Section 6.5.3 describes when it is appropriate to have a single-threaded or a multi-threaded gscope

application, while Section 6.5.4 describes how data is polled and displayed from a distributed

application. Section 6.5.5 describes the polling granularity in the current implementation and thus

the type and range of applications that can be supported. Finally, Section 6.5.6 discusses the

overhead of our approach.

6.5.1 Implementation Portability

Gscope has been implemented on Linux and we have been using it for the last two years. Gscope

can be installed on a vanilla Linux system that has Gnome software installed on it. Although
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main()
{

...
scope = gtk_scope_new(name, width, height);

/* sig defined in Section 6.4.1 */
gtk_scope_signal_new(scope, elephants_sig);

/* sampling period is 50 ms */
gtk_scope_set_polling_mode(scope, 50);

/* set polling to start state */
gtk_scope_start_polling(scope);

/* register read_program with I/O loop */
g_io_add_watch(..., G_IO_IN, read_program, fd);

/* main loop: calls read_program when fd
has input data */

gtk_main(); /* doesn’t return */
}

gint
read_program(int fd)
{

control_info = read_control_info(fd);
if (elephants != control_info.elephants) {

start or stop elephants;
/* change signal value */

elephants = control_info.elephants;
}
return TRUE;

}

Figure 6.3: A sample gscope program

gscope has not been ported to other operating systems such as BSD, we believe that the porting

process should be simple because gscope does not use any Linux specific functionality and because

Gnome has been ported to other OSs.

6.5.2 Signal Types

Applications often produce various types of signal data, such as clocked signals and event-driven

signals. For instance, bandwidth monitoring can be done based on events that are packet arrivals.

Gscope implements a discrete-time polling system but can also handle event-driven signal gener-

ation. Below, we describe various signal types and how gscope handles them.

Sample and Hold: Applications can be designed so that certain events change a state and then the

state is held until the next event changes the state. Between event arrivals, polling can detect
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the previous event by monitoring the held state. For instance, the state can be the end-to-

end packet latency that can change on each packet arrival event. If the polling frequency is

sufficiently high, all packet arrival events can be captured. This approach requires knowing

the shortest period of back-to-back event arrivals.

Periodic Signals: Signals can be periodic, in which case, such signals can be viewed by polling

at the same period. For instance, we use gscope to view dynamically changing process

proportions as assigned by a real-rate proportion-period scheduler [104]. These proportions

are assigned at the granularity of the process period and we set the scope polling period to

be the same as the process period. This approach does not require phase alignment between

the process period and the polling period since the signal is held between process periods.

One issue with this approach is that the polling rate in gscope is per scope and not per signal.

If processes have different periods, then the polling rate in the scope should be the greatest

common divisor (GCD) of the periods of all the processes.

Buffering: Events can be buffered and then polling can display data with some delay. For in-

stance, a device driver could poll a memory mapped device at the appropriate frequency

and queue data to a buffer that is then polled by gscope. In gscope, the buffering interface

is implemented with buffered signals described in Section 6.4.1. This approach may seem

like cheating since one of the main purposes of a scope is to poll the data directly. However,

decoupling the data collection from the data display has several benefits. For instance, data

can be collected and displayed on separate machines, thus allowing distributed or client-

server application data visualization as discussed in Section 6.5.4. In addition, data can be

captured only when certain conditions are triggered (i.e., at “interesting” times). At other

times, data collection and display would have little or no overhead. A similar trigger-driven

sampling approach is used by hardware oscilloscopes.

Event Aggregation: Another very effective method for visualizing event-driven signals is event

aggregation. In this method, event data is aggregated between polling intervals and then

displayed. For instance, applications may want to display the maximum value of an event

sample between polling intervals. An example of using the maximum sample value is to

display the maximum latency of a network connection. Rather than displaying the latency
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of each packet (as discussed in Sample and Hold) or the maximum latency over the life time

of the connection, it may be useful to display the maximum latency within each polling

interval. Gscope provides aggregation functions shown below that aggregate data between

polling intervals. Examples for network connections are described for each function.

Maximum and Minimum: maximum and minimum sample, e.g., latency.

Sum: Sum of the sample values, e.g., bytes received.

Rate: Ratio of the sum of sample values to the polling period, e.g., bandwidth in bytes per

second.

Average: Ratio of the sum of sample values to the number of events, e.g., bytes per packet.

Events: Number of events, e.g., number of packets.

Any Event: Did an event occur between polling intervals, e.g., any packet arrived?

6.5.3 Single versus Multi-Threaded Applications

Gscope is thread-safe and can be used by both single-threaded and multi-threaded applications.

With multi-threaded applications, typically gscope is run in its own thread while the application

that is generating signals is run in a separate thread. This approach allows the gscope GUI to be

scheduled independently of the application (unless gscope signals make application calls that need

to acquire locks). However, it is the application thread’s responsibility to acquire a global GTK

lock if it needs to make gscope API calls.

Single-threaded gscope applications must use event-driven programming. Such applications

should either be periodic or they should be I/O driven and they should use non-blocking I/O system

calls (since blocking calls would block the GUI as well). Periodic applications are supported

directly by gscope. I/O driven applications can use the GTK GIOChannel functions to drive

their events as shown in Figure 6.3. This approach allows all GUI and application events to be

handled by the same event loop and does not require any locking. However, application logic can

become more complex due to the use of non-blocking I/O system calls. We have implemented a

single-threaded I/O driven gscope client-server library that is described in the next section.
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6.5.4 Distributed Applications

Gscope supports monitoring and visualization of distributed applications. It implements a single-

threaded I/O driven client-server library that can be used by applications to monitor remote data.

Clients use the gscope client API to connect to a server that uses the gscope server library. Clients

asynchronously send BUFFER signal data in tuple format (described in Section 6.4.3) to the server.

The server receives data from one or more clients asynchronously and buffers the data. It then

displays these BUFFER signals to one or more scopes with a user-specified delay, as described in

Section 6.4.1. Data arriving at the server after this delay is not buffered but dropped immediately.

Currently, we use the gscope client-server library in the mxtraf network traffic generator.

The gscope client-server library allows visualizing and correlating client, server and network be-

havior (connections per second, connection errors per second, network throughput, latency, etc.)

within a single scope.

6.5.5 Polling Granularity

Compared to an oscilloscope, gscope has a coarser polling granularity and thus lower bandwidth.

For instance, the current gscope implementation may not be appropriate for real-time low-delay

display of speech frequency in a speech recognition application that monitors phone-line qual-

ity 8 KHz audio signals (0.125 ms sampling period) during heavy system load because it could

occasionally be interrupted due to long preemption latency in the kernel. Fortunately, in our expe-

rience, many software applications don’t have very tight polling requirements. Coarse granularity

polling works well for three reasons: 1) many software applications have coarse time scales, 2)

debugging software applications often only requires visualizing the long term trends of the signal,

3) many applications generate event-driven signals that are handled by techniques such as buffer-

ing or event aggregation as explained in Section 6.5.2. For instance, the audio signal could be read

from the audio device and buffered by an application and gscope can display the signal with some

delay using buffered signals. In our experience, a one millisecond polling granularity has been

sufficient for most gscope applications that we have implemented on TSL.
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6.5.6 Scope Overhead

We measured the overhead of using the gscope library by running a simple application that polls

and displays several different integer values. To measure overhead, we use a CPU load program

that runs in a tight loop at a low priority and measures the number of loop iterations it can perform

at any given period. The ratio of the iteration count when running gscope versus on an idle system

gives an estimate of the gscope overhead.

We measured the overhead on a 600 MHz Pentium III processor at 4 different sampling peri-

ods: 50 ms (20 samples/sec), 10 ms (100 samples/sec), 5 ms (200 samples/sec) and 1 ms (1000

samples/sec). As expected, the gscope CPU overhead increases linearly with polling frequency.

The gscope overhead is 0.76%, 3.1%, 5.9% and 28.8% at these 4 sampling periods. The linear in-

crease is roughly 2.8% for every additional 100 samples per second. Almost all the time in gscope

is spent in the X server to display the data.

The increase in overhead with increasing number of signals being displayed ranges from 0.02

to 0.05 percent per signal. When compared to the number of signals displayed, polling granularity

has a much larger effect on CPU consumption.

6.6 Conclusions

Gscope focuses on visualization of low-latency software applications. It can be used for visual-

izing time-dependent variables such as network bandwidth, latency, jitter, fill levels of buffers in

a pipeline, CPU utilization, etc. We have implemented gscope and have been using it for the last

two years. We have used it for visualizing and debugging various low-latency applications, in-

cluding a CPU scheduler [104], a quality-adaptive streaming media player [64], a network traffic

generator called mxtraf [63], and various control algorithms such as a software implementation

of a phase-lock loop [36]. We believe that applications using gscope will see a direct benefit in

terms of reducing the visualizing, debugging and testing cycle time.
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Related Work

This chapter provides background information related to this research. For organization, the sub-

sequent sections are structured according to the areas of interest in this thesis. Hence, Section 7.1

describes related work in timing control in OSs, while Section 7.2 presents kernel preemption

techniques used in other OSs. Section 7.3 discusses OS, application-level and network techniques

for managing buffers, especially output-buffering and network latency. The related work on CPU

scheduling techniques is presented in Section 7.4. Finally, Section 7.5 describes related work in

visualizing and debugging low-latency applications.

While many of the challenges for reducing latency in the OS have been addressed in the past,

they have generally not been integrated in general-purpose OSs. When applied in isolation, they

fail to provide low latencies. For example, a high resolution timer mechanism is not useful to

user-level applications without a responsive kernel. This probably explains why soft timers [9]

did not export their functionality to the user level through the standard POSIX API. Conversely, a

responsive kernel without accurate timing such as the low-latency Linux kernel [79] provides low

latency only to data-driven applications where an external interrupt source such as an audio card

is used.

Similarly, a scheduler that provides good theoretical guarantees is not effective when the kernel

is not responsive or its timers are not accurate. Conversely, a responsive kernel with an accurate

timing mechanism is unable to handle a large class of low-latency applications without an effective

scheduler. Unfortunately, these solutions have generally not been integrated. On one hand, real-

time research has developed good schedulers and analyzed them from a mathematical point of

view, while on the other hand, there are real systems that provide a responsive kernel but provide

simplistic schedulers that are only designed to be fast and efficient [78]. Real-time operating

148
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systems integrate these solutions to support certain kinds of low-latency applications but tend to

ignore the performance overhead of their solutions on throughput-oriented applications [87].

7.1 Timing Control in OSs

An accurate timing mechanism is crucial for supporting low-latency applications. There are two

aspects to timing control. First, applications should be able to get the current time accurately and

with low overhead. Second, applications should be able to schedule operations at (or sleep until)

a precise time in the future with low overhead.

Modern hardware provides facilities that help in obtaining the current time cheaply. For ex-

ample, modern Intel Pentium machines provide the rdtsc instruction that allows reading the

CPU cycle counter at the user level in a few cycles. These measurements have low overhead and

are very accurate. The latest version of Linux (in development) provides fast user-level library

calls that return the current time of day by using this instruction. These calls do not have to make

system calls because the relevant timing-related information in the kernel is mapped to user space

(in read-only mode). Interestingly, fast and accurate availability of current time allows inferring

scheduling behavior at the user level. For example, Hourglass [92] is a user-level application that

repeatedly calls the gettimeofday() system call to get current time and infers scheduling

anomalies by measuring the time difference between the returned values.

Modern machines, such as Pentium II and higher Intel x86 machines, also provide cheap and

accurate one-shot timer interrupts. These interrupts can be used to implement high resolution

timers. Thus most of the existing real-time kernels or real-time extensions to Linux provide high

resolution timers. The high resolution timers concept was proposed by RT-Mach [98] and has

subsequently been used by several other systems such as Rialto [59] and, RED Linux [115]. In

a general-purpose operating system, the overhead of such timers can affect the performance of

throughput-oriented applications. This overhead is caused by the increased number of interrupts

generated by the timing mechanism and can be mitigated by the soft-timer mechanism [9]. Thus,

our firm-timer implementation incorporates soft timers.

Current OSs often use NTP [77], which is a distributed protocol for synchronizing times across

machines. In our experiments, we measure end-to-end latency between a sender and a receiver by
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comparing times across machines. We rely on NTP for time synchronization.

7.2 Kernel Preemptibility

The advantages of kernel preemptibility are well-known in the real-time community [76]. How-

ever, general-purpose OSs have tended to ignore this issue because they did not focus on low-

latency applications. Recently, kernel preemptibility techniques have been incorporated in several

different systems. For example, RED Linux [115] inserts preemption points in the kernel, and

Timesys Linux/RT (based on RK technology [87]) uses kernel preemptibility for reducing pre-

emption latency. Kernel preemptibility is also used by MontaVista Linux [78].

Recently, there has been renewed interest in the evaluation of these latency reduction tech-

niques. Concurrent with our work (and unknown to us), Clark Williams from Red Hat [111]

evaluated scheduling latency in Linux in a manner similar to the one presented in this thesis. The

main difference is that Williams uses a decomposition of input latency that is different from ours

and he does not explicitly consider timer resolution latency. Williams comes to conclusions sim-

ilar to ours, although his numerical results are slightly different from our results. One probable

reason for this discrepancy is that he uses a different version of the Linux kernel (and the kernel

patches that implement different preemption techniques) for the evaluation and he did not use the

lock-breaking version of Linux. We are still investigating how his numbers relate to our results.

7.3 Buffering for I/O

This thesis shows that output-buffering latency can be reduced significantly for TCP streams by

adaptively sizing the send buffer so that the buffer only contains TCP packets that have to be

retransmitted. We implemented this technique in the context of TCP because we believe that a

standard congestion-controlled transport protocol such as TCP should be used for low-latency

streaming applications.

7.3.1 TCP-based Streaming

The feasibility of TCP-based stored media streaming has been studied by several researchers.

Generally, the trade-off in these QoS adaptive approaches is short-term improvement in video
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quality versus long term smoothing of quality. Rejaie [94] uses layered video and adds or drops

video stream layers to perform long-term coarse grained adaptation, while using a TCP-friendly

congestion control mechanism to react to congestion on short-time scales. Krasic [64] contends

that new compression practices and reduced storage costs make TCP a viable and attractive basis

for streaming stored content and uses standard TCP, instead of a TCP-friendly scheme, for media

streaming. Feng [31] and Krasic use priority-based streaming, which allows a simpler and more

flexible implementation of QoS adaptation. We believe that similar QoS adaptive approaches will

be useful for low latency streaming also.

Researchers in the multimedia and networking community have proposed several alternatives

to TCP for media streaming [106, 11, 33]. These alternatives aim to provide TCP-friendly conges-

tion control for media streams without providing reliable data delivery and thus avoid the latency

introduced by packet retransmissions. Unfortunately, the effects of packet loss on media streaming

can be severe. For instance, loss of the header bits of an I-frame in an MPEG movie can render a

large segment of surrounding video data unviewable. Thus media applications over a lossy trans-

port protocol have to implement complex recovery strategies such as FEC [96] that potentially

have high bandwidth and processing overhead. The benefit of FEC schemes for loss recovery is

that they often have lower latency overhead as compared to ARQ schemes such as employed in

TCP. Thus, Nonnenmacher [86] explores introducing FEC as a transparent layer under an ARQ

scheme to improve transmission efficiency.

7.3.2 Buffer Tuning

Our send-buffer adaptation approach is similar to the buffer tuning work by Semke [99]. However,

unlike their work which focuses on improving TCP throughput, our work focuses on reducing

socket to socket latency. Semke tunes the send buffer size to between 2∗CWND and 4∗CWND

to improve the throughput of a high bandwidth-delay connection that is otherwise limited by the

send buffer size. The 4∗CWND value is chosen to limit small, periodic fluctuations in buffer size.

Our work shows that a connection can achieve throughput close to TCP throughput by keeping

the send buffer size slightly larger than CWND and also achieve significant reduction in buffering

latency.
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7.3.3 Media Streaming Applications

Popular interactive streaming applications include Voice over IP (VoIP) products such as Microsoft

NetMeeting [50]. NetMeeting provides reasonable voice quality over a best effort network but is

implemented over UDP because the delays introduced by TCP are considered unacceptable. This

thesis shows that adaptive tuning of TCP buffers should yield acceptable delays, especially for

QoS adaptive applications. For interactive applications, ITU G.114 [51] recommends 150 ms as

the upper limit for one-way delay for most applications, 150 to 400 ms as potentially tolerable,

and above 400 ms as generally unacceptable delay. The one way delay tolerance for video confer-

encing is in a similar range, 200 to 300 ms.

The response time of control operations for media streaming depends on several other factors

such as disk I/O and application latency. Dey [26] considers client latency for restarting play-

back operations (i.e., the time it takes to restart viewing video after data arrives at the client).

Chang [18] focuses on disk /IO and reduces initial startup latency with careful data placement

and disk scheduling. Similarly, Reddy [91] describes a video server that schedules disk I/O based

on urgent and non-urgent requests. Urgent requests are used for restarting playback and stream

surfing. These schemes complement our work.

7.3.4 Network Infrastructure for Low-Latency Streaming

Many differentiated network services have been proposed for low latency streaming. These

schemes are complementary to our work since, a adaptively-sized send-buffer TCP implemen-

tation can be used for the low delay flow. Expedited Forwarding [54] aims to provide extremely

low loss and low queuing delay guarantees. Dovrolis [27] describes a proportional differentiation

model that allows tuning per-hop QoS ratios between classes to achieve differentiation in queuing

delays at intermediate routers. Nandagopal [81] proposes a core stateless QoS architecture which

provides per-class per-hop average delay differentiation and class adaptation to maintain desired

end-to-end average delay. Hurley [48] provides a low-delay alternative best-effort (ABE) service

that trades high throughput for low delay. The ABE service drops packets in the network if the

packets are delayed beyond their delay constraint. In this model, the client must recover from

randomly dropped packets. Further, unlike with TCP, the server does not easily get back-pressure
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feedback information from the network in order to make informed QoS adaptation decisions.

Active queue management and explicit congestion notification (ECN) [90] have been proposed

for improving the packet loss rates of TCP flows. Salim [97] shows ECN has increasing through-

put advantage with increasing congestion levels and ECN flows have hardly any retransmissions.

Feng [19] shows that adaptive active queue management algorithms (Adaptive RED) and more

conservative end-host mechanisms can significantly reduce loss rates across congested links. Ba-

gal [10] also shows low packet losses with ECN and, in addition, shows that explicit TCP rate

control reduces variance in throughput. These mechanisms should help reduce spikes in protocol

latency.

Claffy [21] presents the results of a measurement study of the T1 NSFNET backbone and

delay statistics. In 1992, the one way median delays between end points ranges from 20 to 80

ms with a peak at 45 ms. Newer data in 2001 [47] shows that the median round-trip time for

East-coast to East-coast or West-coast to West-coast is 25-50 ms and East-coast to West-coast is

about 100 ms. We used these median results in our TCP experiments. US to Europe median RTT

is currently 200 ms. While the 200 ms median RTT makes interactive applications challenging,

responsive control operations for streaming media should be possible.

7.4 CPU Scheduling

Current general-purpose OSs provide a simple virtual machine API to applications. Thus, each

application executes on this virtual machine assuming no other applications are present. For ex-

ample, each application is provided with a contiguous area of (virtual) memory even though this

memory is physically disjoint. Although this virtual machine API is simple and easy to use, it

does not provide timeliness properties. For example, applications have little control over when

and how often they will be executing.

7.4.1 Real-Time Scheduling Algorithms

The real-time community has studied the scheduling problem extensively [67, 75, 101]. There are

two classes of real-time algorithms: priority-based and proportion-period algorithms. A key con-

cern with real-time scheduling schemes is analysis of thread schedulability (i.e., what conditions
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are necessary so that threads do not miss their deadlines). For example, it is known that for thread

schedulability under EDF, the sum total of the requested resources should be less than or equal to

100%.

For this analysis, these algorithms make several simplifying assumptions about application

needs. For example, they assume that threads have periodic deadlines and require constant execu-

tion time within each deadline period. They also assume that threads yields the CPU voluntarily

and the system is fully preemptible. In addition, they assume that threads are independent of each

other (i.e., the execution of one thread does not depend on the execution of other threads).

Priority-based Scheduling

With priority-based scheduling, the scheduler assigns real-time priorities to threads based on ap-

plication needs [67]. These needs are specified in the form of execution time requirements and

deadlines. Then the scheduler executes the highest priority runnable thread at any instant of time.

The scheduler can assign priorities to threads either statically or dynamically. Two classic priority-

based algorithms are rate monotonic (RM) scheduling which uses static priorities and earliest

deadline first (EDF) scheduling, which uses dynamic priorities.

Rate monotonic scheduling assumes that threads have periodic deadlines and statically assigns

priorities to threads such that threads with smaller periods have higher priorities. Thus the thread

with the smallest period is given the highest priority. Liu and Layland’s seminal paper on RM

scheduling [67] shows schedulability can only be guaranteed for large task sets when their CPU

requirements are less than 69%.

The earliest-deadline-first scheduler dynamically assigns priorities to threads in their deadline

order. The thread with the closest deadline is assigned the highest priority while the thread with

the farthest deadline is assigned the lowest priority. Liu and Layland [67] show that the processor

can be fully utilized with EDF scheduling (i.e., there is no processor idle time prior to a missed

deadline).

Although the EDF scheduler is more efficient than the RM scheduler, it has two drawbacks.

First, it is more expensive to implement because, unlike RM scheduling, it has to maintain an addi-

tional queue sorted by deadline order. Second, if threads do not satisfy the assumptions described

above and miss deadlines, then the thread order in which deadlines are missed is non-deterministic
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unlike with RM scheduling. For example, with RM scheduling, threads with longer periods al-

ways miss deadlines before threads with shorter periods. EDF schedulers offer no similar property

when deadlines are missed and thus reasoning about overload behavior is harder.

Proportion-Period Scheduling

Priority-based scheduling techniques always execute the highest priority runnable process. How-

ever, with this solution, a misbehaving high-priority thread that does not yield the CPU can starve

all other lower-priority threads in the system. Ideally, an OS should provide temporal protection

to threads so that misbehaved threads that consume “too much” execution time do not affect the

schedule of other threads. The temporal protection property is similar to memory protection in

standard operating systems that provides memory isolation to each application.

The proportion-period allocation model automatically provides temporal protection because

each thread is allocated a fixed proportion every period. Hence, this model provides fine-grained

control over resource allocation and avoids accidental starvation and denial-of-service attacks.

The proportion of a thread is the amount of CPU allocation required every period for correct

thread execution. The period of a thread is related to some application-level delay requirement

of the application, such as the period of a periodic thread, or it can be derived from the jitter

requirements of a low-latency application. Intuitively, the period defines a repeating deadline.

To meet the deadline, the application must perform some amount of work. Hence, to satisfy the

application the scheduler must allocate sufficient CPU cycles in each period. If the scheduler

cannot allocate the appropriate amount of time to the thread, the thread is said to have missed a

deadline.

7.4.2 Real-Time Schedulers in General-Purpose OSs

Real-time systems provide an API that allows applications to express their timing constraints to

the OS and the OS provides fine-grained execution control and allows analysis of thread schedu-

lability. However, most of the scheduling analysis is based on an abstract mathematical model

that ignores practical systems issues such as kernel non-preemptibility and interrupt processing

overhead. Recently, many different real-time algorithms have been implemented in Linux and in

other general purpose kernels. For example, Linux/RK implements Resource Reservations in the
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Linux kernel, and RED Linux provides a generic scheduling framework for implementing differ-

ent real-time scheduling algorithms. These kernels tackle the practical systems issues mentioned

above with preemptibility techniques similar to the techniques presented in this thesis. However,

while these kernels work well for certain low-latency applications, their performance overhead on

throughput-oriented applications is not clear.

A different approach for providing real-time performance is used by other systems, such as

RTLinux [12] and RTAI [69], which decrease the unpredictability of the system by running Linux

as a background process over a small real-time executive. In this case, real-time threads are not

Linux processes, but run on the lower-level real-time executive, and the Linux kernel runs as a

non real-time thread. This solution provides good real-time performance, but does not provide it

to Linux applications. Linux processes are still non real-time, hence we believe that RTLinux-like

solutions are not usable for supporting low-latency applications running in user space.

Traditionally, Linux, Solaris, and NT provide “real-time” priorities, which are fixed priorities

that are higher in priority than priorities allocated to conventional throughput-oriented threads.

This priority-based approach does not provide fine-grained control over resource allocation be-

cause priorities cannot be directly derived from or represent resource needs. Scheduling based on

proportion and/or period provides more fine-grained control over resources. Thus, several propor-

tional share scheduling mechanisms have been implemented [110, 108, 43, 58, 82, 114, 107, 60]

in the FreeBSD, Linux, Solaris and Windows kernels and DSRT [45] is a user-level scheduling so-

lution. All these approaches require human experts to supply accurate specifications of proportion

and/or period, and focus on how to satisfy these specifications in the best way. None of them try to

infer the correct proportion, or adapt dynamically to changing resource needs of the applications.

7.4.3 Hybrid Scheduling

Several systems use hybrid approaches to merge the benefits of reservation-based and priority-

based scheduling. Typically these approaches use a heuristic that gives a static [34, 43] or bi-

ased [42] partition of the CPU to either real-time threads or non-real-time threads. A new approach

is taken by the SMaRT scheduler, which dynamically balances between the needs of interactive,

batch and real-time processes by giving proportional shares to each process and a bias that im-

proves the responsiveness of interactive and real-time threads [82].
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The BERT scheduler [14] handles both real-time and non-real-time threads using the same

scheduling mechanism. Processes submit units of work to be scheduled, and the scheduler creates

deadlines for the work based on previous measures of the work’s time to completion. BERT

automatically assesses whether a given thread will meet its deadline, and if not can either steal

cycles from a lower priority thread or can cancel the thread. BERT is similar in philosophy to our

feedback-scheduling approach since it uses feedback of past execution times in its scheduling, but

it does not use or measure application progress and as such is subject to the same problems as

traditional schedulers.

7.4.4 Feedback-based Scheduling

Software feedback has been used extensively to build adaptive operating system schedulers. In

Unix operating systems, multi-level feedback queue scheduling [22] is used to schedule processes.

The system monitors each thread to see whether it consumes its entire time slice or does I/O and

adjusts its priority accordingly. An I/O bound process gets higher priority so that the latency

of interactive processes does not suffer due to CPU bound processes. Feedback-based resource

management is also used for memory management in Windows NT [24].

Our feedback work is heavily influenced by Massalin and Pu’s work who pioneered the idea

of using feedback control for fine-grained resource management in operating systems [71] and

used it in the design of the Synthesis kernel [70]. Synthesis used run-time code synthesis on fre-

quently used kernel routines to create specialized versions of executable code at run-time which

allowed fast interrupt processing, context switching and thread dispatch with low overhead. The

feedback-based fine-grain scheduling mechanism performed frequent scheduling actions and pol-

icy adjustments, resulting in an adaptive and self-tuning system.

Synthesis also used fine-grained adaptive scheduling of interdependent jobs such as threads in

a pipeline. Each pipeline consisted of multiple threads that were coupled by their input and output

queues. Data elements such as audio samples were passed along the pipeline stage-by-stage, and

processed at each stage and the length of a thread’s input/output queue was a measure of the

thread’s progress in the pipeline. The main problem with this control approach in Synthesis is

that the controller behavior at each thread is dependent on the controller behavior at other threads.

For example, a poor controller at one stage can destabilize the output of other controllers that are
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otherwise well constructed because the input and output fill levels are correlated. Our solution

to this problem is to use time-stamps on data packets, which allows each controller to estimate

a thread’s progress independent of the behavior of other controllers in the pipeline. With this

approach, the behavior of each controller can be analyzed independently.

The second problem with the Synthesis kernel is that the kernel is highly specialized and its

feedback approach could not be easily extended to support low-latency applications in general-

purpose systems. This thesis shows that the ideas behind Synthesis can also be applied to standard

general-purpose operating systems.

We had initially implemented a feedback controller using some of the same techniques as

Synthesis [104]. In particular, this controller also used the fill level of the input and output queues

to measure progress and hence suffered from the same problem of the controller behavior at each

thread being dependent on the behavior of all other dependent threads. There were two other prob-

lems with our initial approach. First, the end points of a pipeline had to be externally driven using

a different scheduler. If all threads are scheduled using the feedback controller, then the input and

output of processes can be matched without necessarily providing the correct rate to the pipeline!

This problem arises because the scheduler has not explicit knowledge of the timing information

of the thread. Our current real-rate scheduler solves this problem by explicitly requiring timing

information (but not the resource requirements) from threads. This approach allows any thread,

including all threads in a pipeline to be scheduled by our scheduler.

The second problem with our initial approach was that we used a simple linear PID controller

where the proportional gain of the thread was not estimated directly. Instead, a fixed gain pa-

rameter was used to drive the control law. This approach caused problems when applications had

very different requirements. The controller could be tuned for a given proportion such as 40%.

However, the same controller was either too responsive or too slow in responding if the propor-

tion requirements of a thread were 4% or 80%. Our current controller solves this problem with

explicitly estimating the proportional gain of the thread.

In addition, our initial controller had several parameter that were tuned using ad-hoc tech-

niques (a.k.a magic)! Our current controller has two parameters α and β. Our simulation experi-

ments have shown that the real-rate controller performs optimally under a wide range of conditions

when α is fixed at 1/8 and β is fixed at 1/2. Hence, no further parameter tuning is needed! The
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only additional requirement of this controller is that applications specify their progress needs in

terms of their timing requirements.

Our feedback scheduling solution is similar to rate-based scheduling proposed by Jeffay and

Bennett [56], in that resources are allocated based on rate specifications of x units of execution

every y time units. However, their units are events which are converted to CPU cycles using

a worst-case estimate of event processing time. Applications must specify x, y, and the worst-

case estimation, and an upper-bound on response time. In addition, these values are constant for

the duration of the application. Their system also uses pipelines of processes so that dependent

stages do not need to specify their rate, merely their event processing time. In contrast, our system

provides dynamic estimation and adjustment of rate parameters, and only requires that the progress

metric be specified.

Stankovic [103] uses a feedback controlled earliest-deadline first (FC-EDF) algorithm to ad-

just allocations of threads in order to reduce the thread’s missed deadlines. While this approach

uses missed deadlines as an input to the feedback controller, our feedback approach uses time-

stamps and does not need missed deadlines to monitor progress. The use of feedback scheduling

allows control-based analysis of the scheduler performance. Abeni [4] uses such analysis to prove

the stability of their scheduling mechanism.

TCP [53] is another adaptive resource allocator that uses buffers to estimate an application’s

resource requirements. It uses the fill level in its send and receive buffers to allocate network

bandwidth to each flow. For example, if the send buffer is periodically empty or the receiver

buffer is full, then TCP assumes that the flow is application limited and reduces its sending rate.

7.5 Visualization of Low-Latency Applications

We have implemented a user-level software visualization tool and library called gscope that helps

in the visualization and debugging of low-latency applications and borrows some of its ideas from

an oscilloscope. The oscilloscope is essentially a graph-displaying device – it draws a graph of

an electrical signal. Oscilloscopes can help determine various signal properties: time and voltage

values of a signal, frequency of an oscillating signal, phase difference between two oscillating

signals, a malfunctioning component that is distorting the signal, AC and DC components of a
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signal and noise in a signal. Oscilloscopes can process analog or digital waveforms and store data

for later viewing and printing.

The ideas in gscope were heavily influenced by a software oscilloscope that was designed by

Cen in our group for visualizing the behavior of software feedback circuits [17]. Gscope is similar

in functionality to gstripchart [62], a stripchart program that charts various user-specified

parameters as a function of time such as CPU load and network traffic levels. The gstripchart

program periodically reads data from a file, extracts a value and displays these values. However,

unlike Gscope, gstripcharthas a configuration file based interface rather than a programmatic

interface, which limits its use for debugging or modifying system behavior.

There is a large body of work related to implementing software digital oscilloscope function-

ality for audio visualization. The basic idea is to record sound with a microphone and then display

the digitized sound waves. Xoscope [112] is one such program. Xmms [7] displays sound fre-

quency during audio playback. Baudline [13] is a real-time signal analysis tool and an offline

time-frequency browser. These programs emulate the functionality of a digital oscilloscope much

more closely than gscope. However, these programs are focusing on audio visualization while

gscope focuses on visualization and debugging of software behavior. Thus certain oscilloscope

features are not appropriate for gscope and vice-versa.

There are hundreds of measurement tools that can be used for capturing system and network

performance [84]. Gscope complements them because it can be used to visualize their output in

real-time.



Chapter 8

Conclusions and Future Work

In the past, general-purpose OSs have tended to focus on the performance of throughput-oriented

applications, such as compilation jobs, file transfers and database operations and thus the design

and structure of OSs has emphasized throughput over all other metrics. Unfortunately, this design

is insufficient and inappropriate for low-latency applications that have tight timing requirements

because current OSs, in an attempt to improve system throughput, sacrifice control over the precise

times at which applications can be scheduled. For example, a general-purpose OS such as Linux

provides coarse-grained 10 ms timing resolution to applications and has non-preemptible sections

that can be as large as 20-100 ms under heavy load. The timing needs of low-latency applications

cannot be satisfied under these conditions. For example, soft modems require execution every

12.5 ms or else the modem throughput goes down significantly and eventually the modem loses

connection.

The benefit of using general-purpose operating systems for low-latency applications is lower

cost and flexibility. It is cheaper to use commodity hardware and software than dedicated hardware

or specialized operating systems for such applications. Using software instead of hardware allows

more extensibility and flexibility and reduces the time to market new products. In addition, when

source code is available, users can help fix software bugs thus potentially reducing the cost of

maintaining these applications. Thus, in the future, we expect to see the software development

of software radio [15, 20], an active area of research activity. These radios use complex adaptive

modulation techniques that are only possible with software implementations. Jones [60] reports

that software implementations of the 802.11b wireless LAN protocol and the Bluetooth wireless

protocol are possible, and while they only require 2-3% of a 600 MHz CPU, they require short

computations extremely frequently, every 312.5 µs. To effectively support these new applications

161
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in general-purpose OSs requires a new vision that encourages the design of systems that provide

good support for traditional as well as low-latency applications and allows tuning the system for

both classes of applications.

A different strategy is employed by real-time systems that provide very fine-grained timing

control to threads. However, these systems are highly specialized and tend to ignore the perfor-

mance of throughput-oriented applications. In addition, they require very precise specification of

the timing requirements of applications that may be hard to determine statically.

The motivation for this work stems from the observation that there is a large class of ap-

plications that have an intermediate level of timing control requirements. These “low-latency”

applications are neither as loose as throughput-oriented applications, where the timing of indi-

vidual operations in the application is not important, in their timing requirements, nor as tight as

hard real-time applications such as nuclear-reactor or spaceship control where errors can be dis-

astrous. Some researchers prefer to use the term “soft real-time” for such applications. However,

we believe that the term “low-latency” is more appropriate because these applications generate

real-world events and require low latency between the arrival of an event and its response. The

OS provides good support for such applications when it introduces low latency in the process-

ing of events. Further, low-latency applications such as video conferencing may not have real

deadlines. For example, the 50 ms delay requirement for a conferencing application at the ap-

plication and OS level is a suggested delay and by no means a requirement. This application

really requires low-latency at the application and the OS level for high quality conferencing and

imposing deadlines serves to only limit scheduling flexibility. The spectrum of low-latency ap-

plications between hard real-time and throughput-oriented applications becomes even more fuzzy

with quality-adaptive applications, which can reduce their processing needs when their bottleneck

resource is overloaded. In this case, the notion of deadlines is even more vague and the best the

OS can do is to provide a tunable low-latency, high throughput system because the final quality

realized in these applications depends on a combination of these metrics. For example, in a video

conferencing application, the overall quality may depend on the total number of packets that arrive

within a given delay. This metric has both throughput and latency metrics embedded in it.
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The observation that applications have a range of throughput and latency requirements moti-

vated the design of Time-Sensitive Linux (TSL). The goal of TSL is to support a range of low-

latency applications without significantly affecting the performance of other throughput-oriented

applications running on the system. We started by identifying sources of latency in general-

purpose operating systems and showed that the timing mechanism, non-preemptible kernel sec-

tions, scheduling and output buffering are the main sources. We evaluated the behavior of a

general-purpose OS such as Linux and measured the latency caused by each of these sources. The

timing mechanism is coarse and has a 10 ms timer latency. Non-preemptible sections in standard

Linux are large and can cause 20-100 ms preemption latency. We measured output buffering la-

tency for a specific class of network applications that use TCP for streaming data and showed that

this latency can be as large as 2-4 s even though the network round-trip time is only 100 ms.

Scheduling latency is unique because it depends on the accuracy of the implementation and

the application’s choice of the specific scheduling mechanism. The accuracy of the scheduler

implementation, interestingly, depends on timer and non-preemption latency because a scheduler

is itself a low-latency application. The choice of the scheduling mechanism depends on how easy

it is for the application to choose to use the appropriate mechanism. Our evaluation showed that a

low-latency application such as the mplayermultimedia player that uses normal Linux priorities

can experience scheduling latencies as large as 60 ms when run together with just one additional

CPU intensive process.

After evaluating each source of latency in a commodity OS, we proposed techniques that help

to reduce these latency sources. An important goal of each of these techniques is to minimize their

effect on system throughput. For timer latency, we proposed, implemented and evaluated firm

timers that provide high resolution timing with low overhead both at the kernel and the user level.

Firm timers combine the benefits of one-shot timers with periodic timers and soft timers. The use

of one-shot timers helps provide timing resolution that is close to interrupt service times. The use

of periodic timers for long timeouts allows using more efficient data structures and soft timers

reduce the number of timer interrupts that need to be generated for high resolution timing. Our

measurements show that the maximum firm timer overhead on TSL is less than 1.5% as compared

to standard Linux. In addition, the use of soft timers and an overshoot parameter allows making a

trade-off between timer latency and system overhead.
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Next, we described the basic approaches that have been proposed for reducing preemption

latency. The first approach is explicit insertion of preemption points at strategic points inside the

kernel so that a thread yields the CPU after it has executed for some time in the kernel. In this

way, the size of non-preemptible sections is reduced. This approach requires careful auditing of

the kernel under heavy system load to determine long kernel paths. In addition, the placement of

preemption points can be a time-intensive process. The second approach is to allow preemption

anytime the kernel is not accessing shared kernel data. To support this fine level of kernel pre-

emptibility, all shared kernel data must be explicitly protected using mutexes or spinlocks. Then

preemption is always allowed except when a spinlock is held or an interrupt handler is executing.

This approach can have high preemption latency when spinlocks are held for a long time. The

third approach combines the first two approaches by putting explicit preemption points wherever

spinlocks are held for a long time.

We evaluated several variants of the Linux kernel that implement these different preemption

strategies under heavy system load. Our evaluation showed, a little surprisingly, that the explicit

preemption approach performs better than the preemptible kernel approach. One reason may be

that the numerous preemption possibilities in a preemptible kernel lead to long kernel paths that

are not exercised under normal conditions. However, the combination of the two approaches has

the lowest preemption latency under most situations. This result shows that auditing of kernel

code for long kernel paths is an essential requirement for achieving low preemption latency.

To reduce output-buffering latency, we proposed an adaptive buffer sizing technique for TCP

flows. This latency can be a significant portion of end-to-end latency in such flows. Hence,

reducing output-buffering latency allows streaming with very low end-to-end latency.

Adaptive buffer sizing separates the two functions performed by TCP’s send buffer. In stan-

dard TCP, the send buffer keeps packets for retransmission and performs output buffering to im-

prove network throughput. For low-latency network streaming, the send buffer should be used

mainly for keeping packets that may need to be retransmitted since these packets do not add any

additional buffering delay unless they are actually retransmitted. This approach reduces output

latency but it also reduces network throughput. We analyze the reasons for this loss in network

throughput and then propose keeping a few extra packets (in addition to the packets that are cur-

rently being transmitted) to regain much of the lost network throughput. Our evaluation shows
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that keeping only three extra packets allows achieving 90-95% TCP throughput while maintaining

very low output-buffering latency.

We have integrated the techniques described above into an extended version of Linux that we

call Time-Sensitive Linux (TSL). TSL is a responsive kernel with an accurate timing mechanism

and it allows network streaming over TCP with low latency. We evaluated TSL and showed that it

improves the performance of real low-latency applications significantly. We used a non-streaming

video application, mplayer, and showed that TSL helps to improve its audio/video synchroniza-

tion under different types of user and system loads. Then we used a streaming low-latency media

application and showed that TSL helps to improve the end-to-end latency experienced by packets

in this application.

A key motivation for TSL is to provide an infrastructure for accurately implementing real-time

CPU scheduling algorithms and thus enable applying scheduling analysis and real-time guaran-

tees to a general-purpose system. Traditionally, real-time scheduling mechanisms such as priority-

based scheduling and proportion-period scheduling have been used to provide predictable and low

scheduling latency. Unfortunately, the problem with priority-based scheduling is that it lacks suf-

ficient control over allocating resources. For example, it is hard to correlate the CPU requirements

of an application with a specific priority assignment. In addition, priority-based scheduling can

lead to starvation and priority-inversion, both of which reduce system robustness.

The second class of real-time scheduling algorithms is reservation-based algorithms, such as

proportion-period scheduling, that can provide fine-grained control over resource allocation (such

as a percentage of CPU every period of time). These schedulers can avoid starvation by assigning

a minimum amount of CPU to each thread. However, these schedulers have not found general

applicability because of the difficulty associated with specifying the resource requirements of ap-

plications, such as proportion of CPU every period. In a general-purpose system, an application’s

resource requirements are often not known or can be hard to determine statically. For example,

the soft modem application requires different proportions of CPU on different CPUs.

In this thesis we have described a new approach to scheduling called real-rate scheduling

that assigns proportion based on the measured rate of progress. Our system utilizes progress

monitors such as time-stamps on packet data, a feedback-based controller that dynamically adjusts

the CPU allocation and period of threads in the system, and an underlying proportional-period
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scheduler. As a result, our system dynamically adapts allocation to meet current resource needs of

applications, without requiring input from human experts.

The accuracy of allocating resources using our feedback-based real-rate controller depends

(among other factors) on the accuracy of actuating proportions and periods in a proportion-period

scheduler. For example, inaccuracy in policing proportions introduces noise in the system that

can cause large allocation fluctuations even when the input progress signal can be captured per-

fectly and the controller is well-tuned. Our evaluation shows that the underlying proportion-period

scheduler, which is itself a low-latency application, can be implemented much more accurately un-

der TSL as compared to standard Linux.

The real-rate scheduler uses time-stamps to monitor application progress. We showed how a

real-rate system can be modeled and a controller designed for this non-linear system using standard

feedback linearization techniques. The goal of the controller is to limit proportion overshoot and

minimize thread delay. Our analysis showed that delay can be minimized by taking the granularity

of time-stamps into account and using a sampling period that is 3 to 5 times the time-stamp gran-

ularity. This approach allowed us to tune the control parameters for optimal delay in a systematic

and very generic way because it made very few assumptions about the operating environment.

Finally, we described gscope, a tool designed for visualizing low-latency software applica-

tions. Its goal is to reduce the cycle time needed for testing and debugging such applications by

providing an oscilloscope-like interface that can be integrated with the application. We have used

gscope successfully in many of our applications and have built several compelling demonstrations

of our research work using this tool.

Future Work

This section discusses new research problems that emerge from this dissertation and potential

solutions to these problems. In this thesis, we have explored the design and implementation of

a general-purpose operating system that can support applications requiring low-latency response

and fine-grained scheduling. We have implemented our approach on Time-Sensitive Linux (TSL)

and have shown that it has low overhead on throughput-oriented applications and thus it can be

used effectively for low-latency as well as general-purpose applications.
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General-purpose OSs have traditionally been benchmarked for throughput. We have developed

a latency benchmark suite that measures the different sources of latency under heavy system load.

However, a more comprehensive latency benchmark suite is needed that stresses every part of

the system. Ideally, as the system is extended, benchmarks should be developed that stress the

extensions, so that system latency can be reevaluated. In addition, this benchmark for measuring

latency should be integrated with tools such as gscope and LTT [113] for visualizing latency

behavior.

Although our initial results are promising, TSL still needs further investigation, since there

are open issues related to firm timer performance and kernel preemptibility under heavy interrupt

loads. For firm timers, we are interested in investigating whether real workloads commonly lead

to the S/C > K condition (see Section 2.4.2) under which firm timers have lower overhead than

hard timers. For kernel preemptibility, we plan to extend our evaluation of preemption latency

to separate preemption latency caused by the kernel (such as when acquiring/releasing spinlocks

or disabling/enabling interrupts) from interrupt processing latency. For example, in Linux, an

intensive interrupt load can cause long latencies due to the design of the interrupt processing

mechanism (ISRs, tasklets, and bottom halves). One way to improve the performance of low-

latency applications in the presence of heavy interrupt load is to schedule them as real-time threads

and defer certain parts of interrupt processing until after real-time threads. Another approach that

mitigates the effects of interrupt processing is using resource reservations together with some

adaptation strategy [93, 3, 1].

The TCP-based streaming experiments showed that MIN_BUF TCP streams have low end-

to-end latency. These results are based on experiments conducted over an experimental network

test-bed with a simple topology where all flows had the same round-trip time. It would be useful

to conduct these experiments with a more complex topology where different flows have different

round-trip times since TCP behavior is strongly dependent on round-trip times.

We have explored adapting the send buffer using three different sizes for MIN_BUF(A, B)

flows. These different configurations, with increasing buffer sizes, have increasing latency and

throughput. Another approach for adapting the send buffer is to auto-tune the values of A and

B so that the send buffer contributes a certain amount of delay while providing the best possible

throughput.
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For low latency streaming, packets should have low protocol latency but also low variation

in inter-arrival times (low jitter). For example, a quality-adaptive application sees bursty arrivals

as either bursty quality, or if it buffers the bursts then as higher end-to-end latency. Packet inter-

arrival times depend on packet sending times and protocol latency. A MIN_BUF TCP flow reduces

protocol latency but does not directly attempt to change the time at which packets are transmitted

by TCP. In TCP, the packet sending time is determined by the arrival of acknowledgments which

open the window so more packets can be sent. If acknowledgments arrive regularly, then packets

can be sent regularly. However, if acknowledgment arrivals are bursty [102], TCP sends packets

in bursts. The solution for improving TCP’s bursty packet transmission (and thus inter-arrival)

behavior is to either pace the application sending rate or pace the TCP sending rate [8, 66, 5, 73].

An important design choice for TSL is providing low-latency support with low overhead for

throughput-oriented applications. Eventually, we believe that OSs should be designed so that they

can be tuned either automatically or manually for both classes of applications. For example, firm

timers allow tuning for timer latency versus system overhead by exposing an overshoot parameter.

Similarly, MIN_BUF TCP streams have parameters for tuning the trade-off between latency and

throughput. It should also be possible to tune preemption latency based on application require-

ments. For example, the number of iterations a long-running non-preemptible function executes

before it invokes the scheduler could be tuned automatically based on past execution times of the

function.

Our feedback scheduling approach deals with the problem of determining the resource re-

quirements of low-latency applications so that a robust and predictable scheduling scheme like

reservation-based scheduling can be used to schedule these applications in a general-purpose envi-

ronment. Our scheduler automatically converts an application-specific metric such as application

progress to resource requirements. This approach, while promising, raises several possibilities

for future work. Our experience with feedback scheduling is limited to simulated applications

and a video playback application. We would like to analyze our feedback scheduler with other

low-latency applications that have tighter latency requirements such as soft modems.

The real-rate implementation uses time-stamps to determine progress. Fine-grained time-

stamps, such as time-stamps for smaller size packets, improve the responsiveness of the controller

but they also add space and processing overhead. We would like to characterize this overhead and
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study the trade-off between this overhead and the effectiveness of the control response.
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Appendix A

Feedback Linearization

The goal of feedback linearization is to design a control law for a non-linear system model so

that the closed loop dynamics, or the dynamics of the system together with the controller, are

linear. Here we describe the basic feedback linearization technique for a single input, single

output system. Given a system model, xk+1 = xk + gkuk, where uk is the input to the system

at time k, xk is the output of the system that can be measured and gk is the non-linearity in the

system, the control law that produces linear closed-loop error dynamics is given by the following

equation. Note that xk is the input while uk is the output of the control law.

uk = (gk)−1[xdes
k+1 − xk − τ(xk − xdes

k )] (A.1)

In Equation A.1, (gk)
−1 inverts the non-linearity in the system model. The superscript des

describes the desired values of xk and xk+1, and τ is called the gain of the controller. Substituting

the control law in the system model gives us the control-equation as xk+1 = xdes
k+1

− τ(xk −xdes
k ).

Or rearranging the terms,

xk+1 − xdes
k+1 + τ(xk − xdes

k ) = 0 (A.2)

If xk − xdes
k is defined as the error ek in the system (it is the difference in the output of the

system from the desired value), then Equation A.2 is simply ek+1 + τek = 0. Using basic control

theory, we know that this closed loop control is stable when the absolute values of it eigenvalues

λ are less than one. The eigenvalue equation of this simple closed-loop equation is λ + τ = 0.

Hence, when the gain |τ | < 1, the control law will be stable. This linearization process assumes

that the non-linearity gk can be precisely inverted. If there is an error in the inversion, then the
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gain τ must be chosen carefully within the |τ | < 1 requirements, based on understanding and

analyzing the source of the error.


