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Abstract

Anxiety and depression are widespread and have significant impact on individuals’

quality of life. Automated technology which objectively measures behaviors relevant

to symptoms of anxiety and depression could aid in the diagnosis and treatment

of these disorders in two ways. Diagnosis could be improved by using this data to

build automated pre-screeners for these disorders. Treatment could be improved by

sharing relevant patient data with clinicians, aiding in decision making. Smartphones

o↵er a wide variety of objective digital data, such as GPS location and audio, which

can be collected and analyzed in order to infer key behaviors which give insight into

individuals’ mental health. This thesis describes the development of passive and

objective measures of individuals’ symptoms of anxiety and depression, enabled by

the analysis of smartphone-collected data. A study was conducted where data was

collected from participants’ smartphones and a number of features which quantify

symptom severity of anxiety and depression were designed and extracted from this

data. One such feature, which infers the regularity in an individual’s daily pattern of

activity from short recordings of their ambient audio, was found to be correlated with

self-reported measures of depression (r = -0.37, P = 0.01). Another feature, which

infers the number of times that an individual leaves the home from GPS location

data, was found to be correlated with self-reported measures of social anxiety (r =

-0.25, P = 0.04), generalized anxiety (r = -0.31, P = 0.01), and depression (r =

-0.29, P = 0.01). In total, 97 features were extracted from participant data and

tested for associations with self-report measures of anxiety and depression. A subset

of these features were also selected and used to build predictive models of anxiety

and depression, screening participants for social anxiety disorder, generalized anxiety

disorder, and depression with mean AUROC of 0.67, 0.55, and 0.73, respectively. The

results of this study show that objective data, passively collected from individuals’

smartphones, give broad insight into individuals’ behaviors and activities, and specific

insight into the severity of symptoms of anxiety and depression.
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Chapter 1

Introduction

The past decade has seen an increase in advocacy and action surrounding mental

health problems in Canada and abroad. The reasons for this are clear: the problems

caused by mental illness are widespread and severe. It is estimated that one in five

Canadians su↵er from some form of mental illness annually, and that by the year 2041

more than eight million Canadians will be living with a mental illness [1]. The impact

of mental illness are felt by both individuals and society. Individuals who su↵er from

a mental illness have a lower quality of life [2] and a shorter life expectancy [3]. The

economic impact of mental illness to the Canadian economy is estimated to be $51
billion per year [4].

While the challenges posed by mental illness are considerable, there is hope for

those who su↵er. Mood and anxiety disorders, which are the most common classes

of mental illnesses in Canada, can be successfully treated with psychotherapy, phar-

macotherapy, or a combination of both [5]. The success of both of these treatment

modalities hinges upon individuals having access to mental health practitioners and

on practitioners having key information about their patients’ conditions.

Meeting these two key requirements in mental health care practice —gaining access

to practitioners and transmitting relevant information to them—are challenges in and

of themselves. Access to diagnosis and treatment is lacking: it is common for many

Ontario residents with mental health problems to wait for 6 months to 1 year for

treatment [6]. Once treatment begins, however, the di�culty involved in patient-

clinician communication also begins. A clinician only learns symptoms and problems

typically from the patient, who is often unable or unwilling to provide accurate detail

on their condition and behaviour. The short and infrequent nature of consultations

between patients and clinicians (usually 1 hour, biweekly) makes the problem of

diagnosing and assessing a patient’s progress in treatment even more di�cult.

Some form of technology which could track subjects’ symptoms of mental health

1



2 CHAPTER 1. INTRODUCTION

problems in an objective fashion, over long periods of time, could potentially address

both of these issues, in di↵erent ways. It might help shorten wait times for diagnosis

and expedite treatment, as it could be deployed as a screener for the diagnosis of

mental health disorders . It could also improve clinicians’ abilities to diagnose, treat,

and detect relapses in mental illness by providing them with useful supplementary

data about their patients’ history of symptoms over time.

The simplest form of technology for screening and long-term symptom tracking of

mental illness is simply pen-and-paper. A number of questionnaires exist which can

be employed as mental health screeners [7]–[9], and journaling-based approaches to

symptom tracking also exist [10]. We see three problems with this approach. Firstly,

it is not easily a persistent method of tracking mental state, since individuals can

simply forget or lose the motivation to log the necessary information. Secondly, it is

not objective, since it requires individuals to self-assess their subjective feelings and

state of mind. Third, it is not passive, in that it requires individuals to actively

engage in the act of writing, something that is not easily done on-the-fly in di↵erent

day-to-day environments.

This work seeks to make use of the sensors and information found in modern

smartphones in order to infer and track a subject’s symptoms of mental illness. The

widespread use of smartphones, coupled with their persistent network connectivity,

makes them a convenient alternative to any form of dedicated sensors or device that

would otherwise be obtrusive and unnatural for the patient. The common sensors

present on all modern smartphones o↵er a rich landscape of data one can use to infer

behaviour or actions pertinent to one’s state of mind. Identifying long periods of

inactivity on the phone (or lack thereof) can be used as an estimate of the patient’s

sleep patterns. Tracking GPS location o↵ers clinicians insight into how often a patient

is leaving the home. Having access to the ambient audio throughout a patient’s day,

specifically conversational speech, is of great interest. Consider, for example, a patient

being treated for social anxiety. The number of spoken conversations that the patient

has participated in is relevant to clinicians when determining whether treatment is

e↵ective or not.

In contrast with simple pen-and-paper tracking, smartphone-based tracking has

three attractive properties for use in the inference of mental health: it can be col-

lected in a manner that is persistent, objective, and passive. Persistent data collection

is important because it o↵ers insight into subject’s state across all points in time.

Given that most people now take their smartphones with them everywhere they go,

smartphones are an ideal platform for persistent data capture. The sensors which

collect the data are also objective instruments, as opposed to subjects’ memories
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and feelings. Finally, smartphone data can be collected in a manner that is entirely

passive, with no interaction from the user. This helps to minimize the potential for

the measurement tool itself to impact the mental state of the subject being assessed.

Active measurement, such as asking direct questions, could potentially influence a

person’s state of mind or induce a placebo e↵ect, as it causes subjects to consistently

engage with and reflect upon their disorder.

1.1 Focus and Goals

The broad goal of this work is to infer individuals’ mental health in an automated

fashion from smartphone-collected data. There are numerous classes of mental health

disorders, and many aspects of how these disorders present and impact people’s lives

could be studied. This work focuses upon one of the most common mood disorders,

depression, and two common anxiety disorders, social anxiety disorder and generalized

anxiety disorder. Given this focus, our goal is to determine if it is possible to screen

for social anxiety disorder, generalized anxiety disorder, and depression, in a group

of study participants, using only data collected from their smartphones.

1.2 Contributions

In order to achieve the goal stated above, this work makes the following contributions:

• A study was conducted to explore the willingness of patients to consent to

smartphone-based assessment of mental health

• The creation of a complete data collection system consisting of an Android smart-

phone application, backend infrastructure, and study enrollment website

• A general methodology which allows for data collection from human participants

in a manner that is remote, anonymous, and automated

• The generation of novel features of anxiety and depression, including a number

of features derived from recordings of ambient environmental audio

• The prediction of generalized anxiety disorder, social anxiety disorder, and de-

pression, with mean AUROC of 0.67, 0.55, and 0.73, respectively

1.3 Organization

The remainder of the thesis is organized as follows: Chapter 2 provides relevant back-

ground information on the classes of mental disorders investigated in this work, and
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also provides a review of the existing studies which have attempted to infer mental

health from digital data. Chapter 3 presents our assessment of individuals’ willingness

to allow a smartphone application to collect their personal data and assess their men-

tal health. Chapter 4 details the study which was run to deploy the smartphone data

collection system to participants. Chapter 5 gives a description of the smartphone-

based data collection system which was built and used in this work. Chapter 6 gives

a high-level summary of the demographic and smartphone data collected from study

participants. Chapters 7 through 9 describe how predictors of mental health, referred

to as features, were engineered and extracted from participants’ smartphone-collected

data. Chapter 10 presents the results of using these features to predict participants’

mental health. Finally, the thesis is concluded in Chapter 11, where the work is

summarized and a roadmap for future work is provided.



Chapter 2

Background and Related Work

This chapter is organized into two sections. The first section provides some necessary

background information on the classes of mental disorders which are under investiga-

tion in this work. The second section gives a survey of relevant work in the literature

which has sought to infer the presence of these same classes of mental disorders from

individuals’ digital data.

2.1 Anxiety and Depression

Anxiety disorders and depression, as psychiatric disorders, are defined and diagnosed

in terms of clusters of symptoms [11]. These symptoms are phenomena that arise

from an underlying complex of cognitive, emotional, behavioral, and physiological

processes, some of which are not objectively measurable or observable (i.e., in the

case of emotional processes) [11]. This is in contrast with a more idealized system,

where classification and diagnosis is performed on the basis of some objectively mea-

surable characteristics of the body, which can include so called biological markers or

“biomarkers”. An example of such a biomarker would be LDL cholesterol levels in

the blood as a biomarker of risk for cardiovascular disease [12]. Research is under-

way to identify biomarkers for mental disorders, but their ability to be used for the

diagnosis of anxiety disorders or depression has yet to be demonstrated [13], [14]. As

such, one of the key motivations behind this research is to determine whether relevant

behaviours, activities, and states of mind can be inferred in an automated fashion

from smartphone-collected data, producing what are sometimes referred to as digital

biomarkers [15].

The specific set of behaviours and symptoms that are used to define and diagnose a

mental disorder are referred to as diagnostic criteria. Diagnostic criteria are specified

by two widely established classification systems: the International Classification of

5
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Diseases (ICD) [16], produced by the World Health Organization and used worldwide,

and the Diagnostic and Statistical Manual of Mental Disorders (DSM) [17], produced

by the American Psychiatric Association. The DSM is the most popularly used system

in the US and Canada and will be used as the reference in this work. This section

provides some background on the key characteristics and diagnostic criteria of the

three disorders under focus in this work: social anxiety disorder, generalized anxiety

disorder, and major depressive disorder. We also identify the instrument which will

be used to screen for and measure the severity of each disorder. Finally, this section

introduces a general measure of mental health that was considered in parallel with

the three aforementioned disorders.

2.1.1 Social Anxiety Disorder

Social Anxiety Disorder (SAD), sometimes referred to as Social Phobia, is a mental

disorder characterized by feelings of fear, nervousness, or anxiety surrounding situ-

ations in which one may be judged, evaluated, or scrutinized by others [11]. These

situations include, but are not limited to, eating in public, meeting new people, public

speaking, being the centre of attention, or attending parties [11]. While it is a com-

monly shared experience to feel nervousness in social situations or to fear judgment at

times throughout one’s life, social anxiety disorder is distinguished from more benign

shyness by the degree to which individuals avoid social situations. Social interactions

can enrich one’s life, and therefore severe avoidance of social situations causes dis-

ability in individuals su↵ering from the diagnosis. Those who su↵er from SAD may

also be afraid of showing signs of fear or anxiety that may be perceived by others,

for example, by being seen trembling, blushing, or sweating. It is estimated that 8%

of Canadians will su↵er from SAD at some point in their life [18], although other

measures have suggested the lifetime prevalence may be as high as 13% [19].

Measuring the Severity of SAD

The assessment strategies used to diagnose SAD are often built from a series of

dichotomous (present/not present) questions, where each question directly attempts

to discover whether a specific diagnostic criterion is present. As such, it can be argued

that they do not provide a clear mechanism to measure exactly how severe a particular

instance of SAD is. A problem with this is that it is understood that the individual

symptoms underlying the disorder can vary in severity. A dimensional rating (i.e.,

a rating scale measured at interval level) therefore captures more information. A

severity measure enables clinicians and researchers to capture individual di↵erences

in disorder severity, either between patients, between patient populations, or across
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time for a single patient or group of patients [20]. Furthermore, severity measures

can be used as treatment outcome variables for studies, for example, in studies where

researchers attempt to measure the e↵ect of treatments for the disorder [20].

As with diagnosis, severity measures for SAD are also descriptive, and for the

same reasons. These severity measures, often referred to as rating scales, rate how

a patient feels or behaves in a given set of circumstances, and then combines these

individual ratings into a final score or severity measure. Clinicians will generally

ask the patient, for example, how anxious they may feel when speaking in public,

as rated on a 4-point ordered scale with options such as “not at all”, “somewhat”,

“moderately”, and “extremely”. These scales are designed to cover a wide enough

set of scenarios, feelings, and behaviours so as to get an assessment of how severe a

patient’s particular instance of the disorder is in a general sense.

Many rating scales are designed to be rated by an interviewing clinician. In a

manner similar to diagnosis, clinicians are free to assess the individual questions on

the scale in an unscripted manner in order to best interact with a particular patient.

There also exist self-report forms of many rating scales in which the patient indepen-

dently reads and answers the questions comprising the scale, in questionnaire form.

Many self-report scales have been demonstrated to have reliability and validity compa-

rable to clinician-administered forms when completed by the patient. Some clinically

validated self-report questionnaires to assess SAD severity are the Liebowitz Social

Anxiety Scale (LSAS) [21], the Social Phobia and Anxiety Inventory (SPAI) [22], the

Social Phobia Inventory (SPIN) [23], the Social Phobia Scale (SPS) [24], and the

Social Interaction Anxiety Scale (SIAS) [24]. The social anxiety instrument used in

this work is the Liebowitz Social Anxiety Scale.

The Liebowitz Social Anxiety Scale

The Liebowitz Social Anxiety Scale (LSAS) is the most commonly used scale to mea-

sure the severity of SAD [20], [25]. It consists of 24 multiple-choice questions, where

each question presents the subject with a hypothetical situation in which they may

find themselves and asks the subject to rate how often they avoid the situation and

how much they fear the situation (both ratings on a 4-point ordinal scale). The situa-

tions in the questions are either representative of social activities (13 of 24 questions)

or of situations in which the subject’s performance will potentially be evaluated by

others (11 of 24 questions). In addition to the total score, the LSAS can be subdi-

vided into 6 sub-scores: fear of social interaction, avoidance of social interaction, fear

of performance situations, and avoidance of performance situations, total fear, and

total avoidance. A sample of the LSAS can be viewed at [26].
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The LSAS can be administered by clinicians or completed in self-report form.

The self-report version of the LSAS has been demonstrated as having validity and

reliability similar to that of the clinician-administered form [27]. Paper and pencil

completion of the self-report LSAS is by far the most common method, however the

study in [28] has shown that the scale can also be administered electronically by PC,

again yielding reliability, consistency, and validity comparable to the traditionally-

administered form. The LSAS also functions well as a screener for social anxiety

disorder, where a threshold score of 60 or greater screens for the generalized subtype

of social anxiety disorder with 82% sensitivity and 78% specificity [29]. Sensitivity

and Specificity are metrics used to assess the accuracy of a diagnostic tool or screener,

and are defined as follows:

Sensitivity =
True Positives

True Positives + False Negatives
(2.1)

Specificity =
True Negatives

True Negatives + False Positives
(2.2)

A True Positive refers to an individual who has the disorder in question and was

correctly identified as having the disorder by the screener. Similarly, a True Negative

refers to an individual who does not have the disorder in question and was correctly

identified as not having the disorder by the screener. False Positives and False Neg-

atives are both misclassifications. A False Positive refers to an individual who was

identified as having the disorder when they, in fact, do not have the disorder. A False

Negative refers to an individual who was identified as not having the disorder when

they, in fact, do have the disorder. Therefore, a screener with high sensitivity has a

high probability of detecting a disease or disorder if present, while a screener with

high specificity has a high probability of correctly detecting the absence of a disease

or disorder.

2.1.2 Generalized Anxiety Disorder

Generalized Anxiety Disorder (GAD) is a psychiatric disorder characterized by exces-

sive worry. The worry is di�cult to control, and is accompanied by a number of addi-

tional symptoms including restlessness, fatigue, di�culty concentrating, irritability,

muscle tension, and disturbed sleep [17]. The worry which characterizes generalized

anxiety disorder is often associated with a number of everyday life scenarios, such as

finances, job responsibilities, or worrying about friends and family [17]. A diagnosis

of generalized anxiety disorder requires that the worries are not better explained by

some other disorder. For example, social fears would correspond more closely with



2.1. ANXIETY AND DEPRESSION 9

social anxiety disorder, or a single specific object or situation with a specific phobia.

As is the case with social anxiety disorder, the worry or fear felt is out of proportion

with the threat presented by the object of worry and causes significant distress to the

individual. The distress associated with their anxiety disorder symptoms negatively

impacts the individual’s quality of life, which can a↵ect their social, professional, or

family lives, and often prevents them from performing specific activities [17]. It is

estimated that 8.7% of Canadians will su↵er from generalized anxiety disorder at

some point in their life [30].

A number of rating scales can be used, either in clinician-administered or self-report

form, to assess the severity of generalized anxiety disorder. One clinician-administered

rating scale is the Generalized Anxiety Disorder Severity Scale (GADSS) [31]. Self-

report measures include the Hospital Anxiety and Depression Scale - Anxiety (HADS-

A) [32], and the GAD-7 7-item anxiety scale (GAD-7) [8]. The generalized anxiety

instrument used in this work is the GAD-7.

GAD-7

The GAD-7 is a commonly used self-report measure of generalized anxiety disorder.

It consists of 7 questions, each graded on a 4-point Likert scale, resulting in a total

score which can range from 0 to 21. The questions ask respondents to rate the severity

of their feelings of anxiety and worry over the past two weeks. Each question in the

GAD-7 measures the severity of one of the symptoms of generalized anxiety disorder.

The instrument has been shown to have good reliability and validity [8]. The GAD-7

also functions well as a screener for generalized anxiety disorder, where a threshold

score of 10 or greater achieves 89% sensitivity and 82% specificity [8]. The GAD-7 is

a good alternative to many of the other anxiety measures as it is faster to administer,

due to its relatively small number of items. A copy of the GAD-7 is included in

Appendix A.

2.1.3 Major Depressive Disorder

Major Depressive Disorder (MDD) is characterized by the presence of what are tech-

nically referred to as major depressive episodes. These major depressive episodes find

individuals in a state where they experience low mood, diminished interest or plea-

sure in activities, changes in weight, disturbances to sleep, fatigue and low energy,

diminished ability to concentrate, and may have thoughts of death and/or desire to

commit suicide [17]. The persistence of these symptoms over at least a two-week

period qualifies for a major depressive episode. The presence of a major depressive

episode with no disturbances to mood that are associated with other mood disorders
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(e.g., bipolar disorder) then qualifies as major depressive disorder. It is estimated

that 9.9% of Canadians will su↵er from major depressive disorder at some point in

their life [33].

A number of rating scales can be used, either in clinician-administered or self-

report form, to assess major depressive disorder. Some scales include the Hamil-

ton Depression Rating Scale (HAM-D) [34], Beck Depression Inventory (BDI) [35],

the Montgomery-Asberg Depression Rating Scale (MADRS) [36], the Patient Health

Questionnaire-9 (PHQ-9) [9], and an eight-item version of the PHQ-9 known as the

PHQ-8 [37]. The depression instrument used in this work is the PHQ-8.

PHQ-8

The PHQ-8 instrument is a brief, self-report rating scale for assessing depression.

Each item is scored on a 4-point Likert scale, resulting in a total score which can

range from 0 to 24. The PHQ-8 is identical to the PHQ-9 instrument, with the

exclusion of the last item, which is a question which assesses whether the respondent

has considered self-harm or suicide. The PHQ-8 was selected for this work, instead

of the PHQ-9, because the remote and anonymous nature of our study would not

allow us to properly intervene in the case where participants demonstrated suicidal

ideation (as assessed by the last iten of the PHQ-9).

The nine items of the PHQ-9 each correspond to one of the 9 diagnostic criteria

which define a major depressive episode, each asking the respondent how often they

have experienced each criterion over the past two weeks, from “not at all” to “nearly

every day”. The PHQ-9 and PHQ-8 can both be used to assess symptom severity and

as a diagnostic screener for major depressive disorder. A PHQ-9 score at or above

10 achieves 88% sensitivity and 88% specificity when screen for major depressive

disorder [9]. The same threshold score applied to PHQ-8 scores was also shown to be

an e↵ective screening criterion [37]. A copy of the PHQ-8 is included in Appendix A.

2.1.4 General Functional Impairment

Many mental disorders exert a marked impact upon quality of life, in part due to

functional impairment. Unlike social anxiety disorder, generalized anxiety disorder,

and major depressive disorder, functional impairment is not a class of mental illness

and there is no associated diagnostic scheme. It is a useful construct, however, in

this study, since all three disorders under study do have the potential to impair

the ability of individuals to perform everyday tasks. As such, having a measure of

general functional impairment helps to lend further validity to the study methods,

since any inferred mental illness should be accompanied by some degree of functional
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impairment. To put it another way, mental disorders are associated with lower quality

of life, and another way to measure impacts to quality of life are through measures

of functional impairment. A commonly-used measure of impairment due to mental

illness is the Sheehan Disability Scale (SDS) [38].

Sheehan Disablity Scale

The Sheehan Disability Scale is a 5-item, self-report measure of impairment. The first

three items ask respondents to rate to what degree their symptoms have impaired

their work, social, and home life, respectively, over the past week. These three items

are assessed on a 10-point visual-analog scale. The final two items assess how many

days, over the past week, they have lost and been unproductive as a result of their

symptoms. The SDS is commonly scored by simply summing the first three items,

resulting in a score which ranges from 0 (unimpaired) to 30 (highly impaired). A

sample of the SDS can be viewed at [39].

2.2 Inference of Anxiety and Depression from Digital Data

A core aspect of this work is the extraction of knowledge relevant to mental health

from the wide array of smartphone-collected data. To convey a sense of scale of this

class of data, consider that smartphones can sense, measure and record geolocation,

motion, ambient lighting conditions, ambient audio, communication patterns and app

usage, all in real-time. In a matter of weeks, tens of thousands of data points across

these many data modalities can easily be collected from a single individual. It is

challenging to build predictive models that are both accurate and also o↵er insight

into what specific patterns of data, and what points in time, are driving models to

make specific decisions or characterizations [40]. It is our goal with this work is to do

just that.

A general approach to this problem of knowledge extraction and interpretability

has been to review the diagnostic criteria and the key symptoms of a mental health

disorder and look for data streams that would relate to these. Thus the question is

“can the presence or absence of a symptom or characteristic of a disorder be inferred

from the data?”, and in this way can we transform data into relevant knowledge.

For example, key symptoms and criteria for depression include sleep disturbances

(insomnia or hypersomnia) [41] and low energy [42]. The duration of sleep can be

inferred by analyzing a combination of light and motion sensor data, screen activity,

and ambient audio [43]. While a person’s energy level is di�cult to measure directly,

proxy measures can be created by observing the degree to which subjects leave the
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home and travel throughout their environments [44], or by observing activity levels

as measured by motion sensors [45].

This approach to knowledge extraction for the inference of mental health has been

conceptualized as a hierarchical framework by Mohr et al. in [46], and is illustrated

in Figure 2.1.

Figure 2.1: Knowledge extraction framework for inference of mental health [46]

The lowest level of the hierarchy is composed of the wide array of sensors found

in smartphones and the associated data that they produce. These data can then

be used to compute low-level features, which capture aspects of behavior pertinent

to di↵erent aspects of mental health. The value in features is that they can be

used, either directly or in combination with other features, to construct higher-level

behavioral markers, which are objective measurements of the types of behaviors and

states which are known (or hypothesized) to be associated with clinical state. For

example, a “Movement Intensity” feature can be computed from “Movement“ sensors

(i.e., motion sensors). Given an individual’s Movement intensity, one could then

infer their latent psychomotor activity and fatigue, two key criteria for evaluating

depression, which is one of clinical states that we ultimately wish to measure. These

high-level behavioral markers are referred to as latent, because, in general, these are

conceptual constructs which cannot be measured directly, but can be inferred from the

lower-level features. With the exception perhaps of Sleep disruption and Psychomotor

activity, these behavioral markers do not have direct observable states that can be

measured objectively. While concepts like fatigue and mood are clearly relevant and
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critical to defining and measuring clinical state, they do not lend themselves to direct

quantification in an objective form, as opposed to the low-level features, which do.

It is worth noting that, in practice, the high-level behavioral markers are not

often computed, but are presented as concepts which serve to justify the design of

low-level features, which are then used to directly infer clinical state. For example,

continuing to refer to Figure 2.1, a researcher may propose to use a combination of the

“Location type”, “Phone usage” and “In-phone social activity”, features to infer social

anxiety, since all these features could give insight into the degree of “Social avoidance”

(a high-level behavioral marker) that an individual may be displaying. Given that

more in-phone social activity might signal less social avoidance, this is a potentially

relevant feature for the inference of social anxiety disorder, which is characterized by

social avoidance. However, at no point in the actual mechanics of the inference is a

“Social avoidance” marker being directly and intentionally computed. The inference

of clinical state (social anxiety, in this example) would simply proceed using low-level

features directly as input, and if the inference succeeds to build a model which has

predictive capacity of clinical state, it does so on the basis of the “link” from feature

to latent marker and latent marker to clinical state.

The prior work on inferring mental health from smartphone-collected data can all

be viewed through this framework, where features are extracted from digital data and

mental state is inferred from these features by way of the association from features to

clinical state (acting “through” latent behavioral markers). The following subsections

provides a overview of this prior work. While our own study focuses directly upon

the inference of anxiety (social anxiety and generalized anxiety) and depression, there

is some relevant work that does not focus on these strict clinical disorders but is

nonetheless relevant and useful to review. As such, studies which have investigated

the prediction or inference of stress and worry will also be considered along with those

that focus specifically upon anxiety disorders, as stress and worry are characteristic

features of this class of disorders. Similarly, for the investigation of works centered on

depression, we will include some studies which did not specifically focus on clinical

depression, but did investigate low or depressed mood. For all works included here,

the focus is upon methodologies which used smartphone-collected data, or data which

could be collected using smartphones or mobile devices.

2.2.1 Studies of Anxiety, Stress, and Worry

Wang et al., in the StudentLife study [47], investigated associations between smartphone-

collected data and self-reported symptoms of depression, stress, flourishing, and lone-

liness. Participants included 48 college students, who were enrolled in a 10 week study.
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Features which were found to be associated with stress were conversation frequency

(r = -0.394, P = 0.013), conversation duration (r = -0.357, P = 0.026), and sleep

duration (r = -0.355, P = 0.024). These results show that more social interaction

and sleep were all both associated with lower levels of stress in the study partici-

pants. Conversation frequency and duration were both measured in a novel way, by

detecting the presence of speaking voices in recordings of ambient audio recorded

by participants’ smartphones. Sleep duration was inferred from a combination of

smartphone-collected accelerometer data, sound recordings, light levels, and screen

activity.

Ben-Zeev et al. [48] have also investigated the association between smartphone-

collected data and subjective stress. In a study of 47 individuals, the authors found

that total distance travelled and sleep duration were both inversely associated (P

< .05) with subjects’ self-reported levels of stress over the 10-week study period.

Daily deviations in distance travelled (relative to the mean distance travelled over

the entire 10 weeks) was also show to be negatively associated (P < .05) with daily

stress. Distance travelled was computed from a combination of smartphone-collected

GPS data and WiFi access point connections over time. Sleep duration was inferred

from a combination of smartphone-collected accelerometer data, sound recordings,

light levels, and screen activity. Subjects’ stress levels were quantified using the

Perceived Stress Scale [49], a self-report stress assessment instrument.

Chow et al. [50] have investigated the relationship between a↵ect and time spent

in the home. Motivated by the known tendency of individuals experiencing negative

emotions to withdraw socially, they hypothesized that time spent at home would be

associated with more negative a↵ect, which was partly quantified by a self-reported

measure of social anxiety (the Social Interaction Anxiety Scale [51]). In their study

consisting of 72 undergraduate subjects, time spent at home was measured from

smartphone-collected GPS data. The results confirmed their hypothesis, and it was

shown that higher self-reported levels of social anxiety were associated with more

time spent at home (standardized beta=.05, P=.007).

Boukhechba et al. [52] have investigated the association between social anxiety

levels and a number of GPS-data-derived features. Study participants included

228 undergraduate students, who supplied self-reported social anxiety levels and

smartphone-collected data over a 2-week trial. A key contribution of this study is the

use of so-called “semantic location” data, where specific geolocations are labelled in

terms of their type. Some types include, for example, leisure (cinemas, pubs, etc),

education (schools, libraries), and home (the location at which an individual spends

the most time). This semantic location is of great interest in studies of social anxiety
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since social anxiety is characterized by the avoidance of situations (and therefore lo-

cations) where social interaction is expected to occur. Key findings were that highly

socially anxious individuals visited food places less frequently and also spent more

time at home after school hours. Using a combination of 4 classes of location-based

features, they were also able to classify participants as high or low socially anxious

with an accuracy of 86%. These features were (1) a measure how much time was

spent at di↵erent location types, (2) the distribution of visits, over time, to each

location type , (3) a measure of how participants’ chose to spend their time between

di↵erent location types, and (4) a feature which characterized how often a participant

transition from each possible pair of location types.

Summary

• Greater conversation frequency and conversation duration is associated with less

stress [47]

• Greater sleep duration is associated with less stress [47], [48]

• Greater distance travelled is associated with less stress [48]

• More time spent at home is associated with stronger symptoms of social anxi-

ety [50], [52]

• Fewer visits to social or busy locations is associated with stronger symptoms of

social anxiety [52]

2.2.2 Studies of Depression and Low Mood

The study by Wang et al. [47] referred to in Section 2.2.1, in addition to investigating

symptoms of stress, also investigated self-reported levels of depression as measured

by the PHQ-9 instrument. Features which were found to be associated with study

participants’ PHQ-9 scores were sleep duration (r = -0.382, P = 0.020), conversation

frequency (r = -0.403, P = 0.010), conversation duration (r = -0.328, P = 0.044), and

number of encounters with other people (r = -0.362, P = 0.025). Conversation fre-

quency and duration were both measured in a novel way, by detecting the presence of

speaking voices in recordings of ambient audio recorded by participants’ smartphones.

Sleep duration was inferred from a combination of smartphone-collected accelerome-

ter data, sound recordings, light levels, and screen activity. The number of encounters

that participants had with other individuals was inferred through the number of times

that their smartphone encountered another Bluetooth-enabled device. These results
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indicate that, similar to stress, more social interaction and more sleep are associated

with lower levels of self-reported depression.

A second study byWang et al. [53] further investigated depression using smartphone-

collected data. In this 7-week study of 84 students, a number of features computed

from smartphone collected data were found to be correlated with self-reported depres-

sion (measured by the PHQ-8 instrument). As a proxy measure of the inability to

focus which characterizes depression, they show that students who used their phone

more often during the day had higher PHQ-8 scores (r = 0.282, P = 0.010). They

show that stronger depressive symptoms are associated with greater variation in bed

time (r = 0.301, P = 0.024) and wake time (r = 0.271, P = 0.043). Furthermore, more

time spent stationary was associated with stronger depressive symptoms (r = 0.374,

P = 0.009), while a greater number of places visited was associated with weaker de-

pressive symptoms (r = -0.269, P = 0.023). The authors also built predictive models

which were able to detect depression, defined as having a PHQ-8 score above 10, with

AUC = 0.809.

The study by Ben-Zeev et al. [48] referred to in Section 2.2.1, in addition to in-

vestigating symptoms of stress, also investigated self-reported levels of depression as

measured by the PHQ-9 instrument. Two features which were found to be signifi-

cantly associated with stress were also found to be associated with depression: total

distance travelled and sleep duration. Increased distanced travelled was associated

with lower symptoms of depression. The association between sleep duration and de-

pressive symptoms di↵ered over time, with more sleep time first being associated with

stronger symptoms of depression in the first 45 days of the study, but then with de-

creased symptoms after day 45. Speech duration was also found to have a significant

association with self-reported depression. The association between speech duration

and depression also varied across time, with more speech being associated with lower

depressive symptoms initially in the study, but later being associated with greater

symptoms of depression in the later days of the study.

Canzian and Musolesi [54] investigated the link between self-reported depression

and smartphone-collected GPS location data. Study participants included 28 indi-

viduals who were monitored for, on average, 71 days, and were asked to provide

daily self-reported measures of depression via the PHQ-8 instrument. The authors

designed and extracted eight location-based features. These location-based features

were extracted from GPS location on a daily basis, and the correlation between the

time series of daily features and daily PHQ-8 scores for each study participant were

computed, and then averaged across all study participants. The feature they found to

have the strongest average correlation with depression scores, maximum distance, is
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the distance between the two most distant locations visited by an individual (this can

be thought of as the “diameter” of the zone in which an individual travels over time).

Maximum distance was found to have an average correlation with PHQ-8 scores of

r = 0.432 (P = 0.069). Using all eight features in a predictive analysis, the authors

were able to predict which days individuals reported elevated depressive symptoms

with a sensitivity of 74% and specificity of 78%.

Saeb et al. [44] have also investigated the link between self-reported depression and

smartphone-collected data. In a pilot study of 28 individuals, a number of location

and phone-usage based features were found to be significantly correlated with self-

reported depression severity (measured using the PHQ-9). The number of times that

participants interacted with their phones was associated with stronger symptoms of

depression (r = 0.52, P = 0.015). The amount of time individuals spent using their

phone was also associated with stronger symptoms of depression (r = 0.54, P =

0.011). Some key location-derived features included location variance, a measure of

variability in GPS location, location entropy, a measure of the variability of time

spent at di↵erent locations, and circadian movement, a measure of the degree to

which an individual’s patterns of movement follow a 24-hour cycle. Higher location

variance was associated with lesser symptoms of depression (r = -0.58, P = 0.012),

as was location entropy (r = -0.58, P = 0.012) and circadian movement (r = -0.63,

P = 0.005). These results indicate that more activity and more regularity in activity

are all associated with weaker symptoms of depression. In a follow-up study, the

strong association of these location-based features was replicated in a new sample of

individuals [55]. Again, higher location variance was associated with lesser symptoms

of depression (r = -0.43, 95% CI -0.437 to -0.423), as was location entropy (r = -0.44,

95% CI -0.445 to -0.435) and circadian movement (r = -0.48, 95% CI -0.486 to -0.474).

Many of the location-derived features proposed by Saeb in [44] were also used by

Farhan et al in [56]. Similar results are reported, with correlation analysis indicating

similar directional associations between the location-based features and self-reported

depression symptoms (also using the PHQ-9). For example, location variance and

location entropy were shown to be negatively correlated with PHQ-9 scores. The

authors also conducted a predictive analysis to predict PHQ-9 scores from features.

PHQ-9 scores of 25 Android-phone owning participants were predicted with sensitivity

of 83% and specificity of 92%. PHQ-9 scores of 54 iPhone-owning participants were

predicted with sensitivity of 73% and specificity of 97%.

A study by DeMasi et al. [45] sought to determine if a number of behavioral fea-

tures derived from smartphone-sensed accelerometer data could predict changes in

depressive symptoms. In their study of 44 participants, features which measured



18 CHAPTER 2. BACKGROUND AND RELATED WORK

sleep duration and the irregularity of time spent still were all found to be important

predictors of self-reported symptoms of depression (measured by the Beck Depres-

sion Inventory). Greater variability in sleep duration was associated with greater

depressive symptoms (linear regression coe�cient � = 7.2069, P < 0.001). Greater

variation in the amount of time in which individuals phones were still was associated

with lesser depressive symptoms (linear regression coe�cient � = -3.3079, P = 0.001).

Sleep duration was inferred from accelerometer data by noting the longest duration

where the phone was still (i.e., no acceleration measured).

Pratap et al. [57] conducted a relatively large-scale study in predicting mood from

smartphone-collected data of 271 participants. This study found generally weak re-

lationships between features and mood as measured by a brief, 2-item self report

measure of mood derived from the PHQ-9, called the PHQ-2. The strongest mea-

sured association among features and PHQ-2 scores was produced by a feature which

measured distance travelled on foot or bicycle as measured by GPS (regression coef-

ficient � = –0.04, P < 0.05). Predictive modelling of the entire sample was generally

unsuccessful, with median R
2 of the models being close to zero. The authors stress

the need for personalized models by noting the large inter-subject variability of trends

between features and PHQ-2 scores.

A final recent study by Chikersal et al. [58] has also attempted to detect and predict

depression using smartphone-collected data. Study participants were 138 college stu-

dents, enrolled in a 16 week study in which depressive symptoms were assessed by the

Beck Depression Inventory-II (BDI-II). Features were extracted from GPS location,

the presence of nearby Bluetooth devices, phone usage, call logs, step counting, and

sleep tracking. Step counting and sleep tracking were performed by a paired wearable

device (Fitbit). Numerous features were extracted from each stream of data, and each

feature was extracted in 45 time slices throughout the study duration. Associations

between features and depressive symptoms were not measured. A sophisticated fea-

ture selection technique was used in conjunction with randomized logistic regression

to predict depressive symptoms (BDI-II score >= 14) with an accuracy of 85.7%.

Summary

• Greater conversation frequency and conversation duration is associated with

weaker symptoms of depression [47]

• Greater variation in sleep patterns is associated with stronger symptoms of de-

pression [45], [53]

• Fewer places visited is associated with stronger symptoms of depression [44], [53],
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[55], [56]

• More time spent at home is associated with stronger symptoms of depression [44],

[53], [55], [56]

• More smartphone usage is associated with stronger symptoms of depression [44],

[53]

• More physical activity and less time spent stationary is associated with weaker

symptoms of depression [53], [56], [57]

2.3 Summary

In Section 2.1 of this chapter we have given a brief summary of the key defining

characteristics of social anxiety disorder, generalized anxiety disorder, and depression.

Rating instruments for measuring the severity of these disorders and techniques for

screening for these disorders were also discussed. In Section 2.2 of this chapter we

have given a broad overview of the general methodology for the inference of mental

health state from digital data, while also providing a review of prior work in the

field along with a summary of key findings. The work described in this thesis builds

upon prior work by utilizing smartphone-collected data sources that have yet to be

analyzed, by creating a number of novel features from new and existing data sources,

and also by applying this general methodology to the inference of generalized anxiety

disorder.

In the following Chapter we describe the findings of an initial study where we

sought to determine how likely individuals would be to provide the consent necessary

to collect of their digital data in order to track and infer their mental health.



Chapter 3

Patient Willingness to Consent to

Smartphone Data Collection

3.1 Introduction

The previous chapter has reviewed several approaches to inferring mental health state

from data extracted from individuals’ smartphones. While the reviewed inference

techniques show promise in acting as novel, objective assessment tools, they rely upon

the collection and processing of large amounts of private data from a patient’s mobile

phone. A critical requirement that is sometimes overlooked when discussing these

techniques is that patients must first consent to this data collection. The decision

to provide this consent is nontrivial, owing to the deeply personal and revealing

nature of this data. Records of an individual’s GPS location, for example, can reveal

evidence of infidelity or substance abuse [59]. Furthermore, these records of location

data and communications could result in health care providers being subpoenaed for

these records by law enforcement agencies. As a result, patients may not be willing

to consent to wholesale collection of these data for fear of potential social or legal

ramifications. Patients may also feel uneasy knowing that their health care providers

have the ability to scrutinize their actions and communications on a very fine-grained

level. This is a specific concern for patients with anxiety disorder. In particular, for

those with social anxiety disorder, where a source of anxiety is the fear of judgment

from others, personal data collected from a mobile phone could potentially form the

basis of that judgment. Furthermore, a patient may also fear the possibility that their

data could accidentally become public and reveal confidential thoughts, feelings, and

behaviors or that perhaps there could be legal implications if the government were to

have access to the data [60].

For the researchers and practitioners interested in designing, experimenting with,

20
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and deploying these kinds of mobile phone–based assessment tools, it will be im-

portant to have a sense of the patient population’s willingness to consent to the

necessary data collection. A number of studies have surveyed the general consumer

population to determine the adoption of Internet of Things [61]–[63] and wearable

technologies [64], [65] for health care purposes, and all clearly identified privacy con-

cerns surrounding the data collected by these technologies. However, it is important

to know specifically which sources of data available for collection on smartphones are

of most concern and therefore least likely to achieve consent. This question was also

raised by Torous et al. [66], who, in their study of patient interest in using mobile ap-

plications to monitor their mental health conditions, state that they did not address

specifically to which sources of information patients would be willing to grant access.

This information would allow researchers and developers to build systems that do not

rely on unlikely-to-consent sources of data or to do extra work to find ways to address

the concerns of patients on particular sources of data collection. It also gives insight

into potential barriers that clinicians and researchers would need to address in order

to deploy such systems in a health care setting.

The objectives of this part of the research were as follows: first, since smart-

phone–based assessment requires that patients own a smartphone and use it regularly,

it was necessary to measure the ownership rates of smartphones within the patient

population. We also sought to gauge the patient population’s willingness to enroll

in research studies in which their smartphone would be used as an experimental as-

sessment tool for their mental health disorder. Finally, and most importantly, we

sought to determine how likely patients would be to provide consent for each indi-

vidual source of smartphone–collectible data across the wide variety of potential data

sources.

3.2 Methods

3.2.1 Participants and Procedure

Participants included 82 individuals referred to the START Clinic for Mood and

Anxiety Disorders, a tertiary care mood and anxiety disorder clinic, located in the

city of Toronto, Ontario, Canada. Male and female genders were equally represented

with 46% (38/82) males, 46% (38/82) females, and 7% (6/82) individuals who did

not respond to a question on gender. The average age of the participants was 41

(SD 14.0) years old. All new intakes and existing patients (i.e., any patients in the

waiting room) from August 2016 to October 2017 were recruited for the survey while

waiting for their appointment with a clinician. Patients were asked to complete a
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pen-and-paper questionnaire designed to achieve the goals stated above. The ques-

tionnaire underwent ethics review by Optimum Clinical Research (protocol number

WS2382578), and all respondents provided informed consent before completing the

questionnaire.

3.2.2 Materials

The questionnaire designed for this study consisted of 13 self-report questions. The

full questionnaire as presented to respondents is shown in Appendix B. The introduc-

tion to the questionnaire provides context by presenting the concept of smartphone

applications as a potential supplement or replacement to questionnaire-based meth-

ods of mental health assessment. It is explained that the collection and analysis of

data from patients’ mobile phones may assist their clinicians in providing better care

yet may also impact their privacy. The questions, therefore, are to survey people’s

willingness to provide sources of information to clinicians and researchers in a scenario

where a hypothetical application were installed onto their personal smartphone.

Questions 1 through 3 assess general smartphone use, ownership information, and

willingness to install an application that might help with mental health. Questions 4

through 12 ask respondents if they would be willing to share a specific source of data

available on their smartphone. The final question asks which specific brand of phone

the respondent uses. For the two most potentially rich sources of information, SMS

(short message service, or text) messages and raw ambient audio recordings made

using the device’s microphone, multiple questions are posed in which the amount of

information and granularity of the data collection are varied. For example, question

5 asks if respondents would allow collection of SMS metadata (which doesn’t contain

the content of the message but surrounding information such as who the message was

sent to/from and when message occurred), while question 6 asks respondents if they

would allow analysis into the contents of their messages for the purposes of extracting

potentially clinically relevant words.

Questions 10 through 12 are audio-related. Question 10, concerning the least

detailed of the 3 audio data sources, asks respondents if they would share audio

metadata, while question 11 concerns willingness to have speech recognition (word

detection) performed upon their audio. Question 12 assesses willingness on the most

detailed personal data: the unrestrained analysis of ambient audio.
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3.2.3 Analysis

Responses to questions 1 through 12 were coded as ordinal variables with 2 (yes and

no responses) or 3 levels (yes, maybe, and no responses). When respondents chose to

use the other categories of response and provided free-form text, these responses were

interpreted as either a yes, maybe, or no response and coded accordingly. Responses

to question 13 (on the phone brand type) were coded as a categorical variable. To

test for correlation between responses to questions and respondent age, the Spearman

rank correlation coe�cient (Spearman ⇢) was computed along with P values to test

against the alternative hypothesis that the correlation was nonzero (using the exact

permutation test). To test for associations between responses to questions and re-

spondent gender, responses were cross-tabulated by gender and a chi-square test for

independence was performed (2-tailed). All statistics and tests were computed using

MATLAB software version 2014b (MathWorks).

3.3 Results

Of the 82 respondents, 73 (89%) reporting owning a smartphone and using it daily

(question 1). Rates of internet usage are also high, with 85% (70/82) of respondents

reporting that they connect to the internet using their smartphone (question 2). All

respondents reported owning either iPhone, Android, Blackberry, or Windows Mobile

smartphones; Apple iPhones constituted 45% (35/78) of all smartphones, Android

devices constituted 57% (37/78), Blackberry constituted 6% (5/78), and Windows

Mobile the remaining 1% (1/78) (question 13). Regarding question 3, willingness to

install and use a smartphone application to help their doctor better diagnose men-

tal health problems and/or provide treatment, 41% of respondents (33/80) indicated

that they would be willing to install and use such an application, with another 43%

of respondents (34/80) indicating that they may be willing to use such an applica-

tion, provided they were given more information about how it functioned. Only 16%

respondents (13/80) indicated absolute unwillingness to use such an application. Ta-

ble 3.1 presents how responses to these questions (questions 1, 2, 3, and 13) correlate

with respondent age and how the responses are associated with respondent gender.

Survey questions 4 through 12 asked respondents if they would be willing to grant

the hypothetical mental health monitoring application permission to collect a variety

of data sources from their smartphone. The responses corresponding to each per-

mission (data source) are presented in Table 3.2. Figure 3.1 provides a graphical

representation of this data, along with respondent willingness to install the applica-

tion. It is worth noting that very few of the responses to the survey questions were
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Correlation with
respondent age

Association with
respondent gender

Question topic
⇢ P �2 P

Mobile phone ownership (Q1) 0.08 0.50 2.81 0.24
Internet-connected mobile phone usage (Q2) -0.09 0.46 1.58 0.21
Mobile phone types owned (Q13) -0.10 0.43 1.52 0.68
Respondent willingness to install a
mental health monitoring app (Q3)

0.10 0.44 1.86 0.39

Table 3.1: Correlation with respondent age and association with respondent gender for mobile phone
statistics and general willingness to install a mental health monitoring application.

Permission
Willing to grant permission, n (%)

Correlation with
respondent age

Association with
respondent gender

Yes Maybe No ⇢ P �2 P

GPS location (Q4) 28 (35%) 26 (33%) 26 (33%) -0.07 .60 0.18 .91
SMS metadata (Q5) 24 (30%) 22 (28%) 34 (43%) 0.13 .31 1.00 .61
SMS contents (Q6) 16 (20%) 21 (27%) 42 (53%) 0.019 .13 6.30 .04
Calendar (Q7) 26 (33%) 26 (33%) 27 (34%) -0.03 .83 4.73 .09
Screen on/o↵ (Q8) 36 (46%) 18 (23%) 25 (32%) 0.00 .97 0.48 .79
Motion sensors (Q9) 33 (42%) 20 (26%) 25 (32%) -0.04 .76 1.18 .55
Audio metadata (Q10) 16 (20%) 18 (23%) 46 (58%) 0.25 .04 4.58 .10
Audio keywords (Q11) 14 (18%) 20 (25%) 46 (58%) 0.29 .02 2.25 .33
Audio unrestrained (Q12) 15 (19%) 25 (31%) 40 (50%) 0.32 .01 4.67 .10

Table 3.2: Survey respondent willingness to grant permission by category.

strongly correlated with respondent age or associated with respondent gender. There

is a moderate, positive correlation, however, between willingness to consent to audio

recording and respondent age.

3.4 Discussion

3.4.1 Principal Findings

Smartphone ownership rates in the patient population surveyed in this study are

high, with 89% of respondents reporting that they own a smartphone and use it daily

and 85% of patients connect to the internet with it. These results indicate that, in

general, lack of smartphone ownership itself will not present a barrier to the use of

mental health monitoring applications in the future. This is further evidenced by

American [67] and Canadian [68] mobile phone ownership statistics.

The vast majority of respondents reported owning either an iPhone (45%) or an

Android device (47%). This corroborates surveys conducted by Gartner in 2018 [69]

which indicate that Android-based and iOS-based smartphones, collectively, comprise

99.8% of the smartphone market. As each platform can require significant e↵ort to
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Figure 3.1: Respondent willingness to install application and grant permissions.

support, this is relatively good news that suggests that development solely on iOS

and Android platforms is su�cient to support the vast majority of patients.

We observe that respondents’ willingness to install a mental health monitoring

application is generally positive, with 84% answering either yes or maybe when asked

if they would install and use such an application on their smartphone. This finding

suggests that there is a general positive interest in using smartphone applications to

aid in mental health assessment. Considering that the questionnaire expresses that

such a mental health monitoring application is believed to help both clinicians and

patients, but makes no claims about proven e↵ectiveness nor does it quantify said

e↵ectiveness in any way, it is plausible that if such applications are to be developed

and proved to be e↵ective then rates of adoption may be higher than reported in this

study once patients are presented with these findings.

Respondent willingness to provide access to particular sources of data varies from

a minimum of 43% answering yes or maybe in the case of audio metadata or keyword

extractions (questions 10 and 11) to a maximum of 68% answering yes or maybe

in the case of screen state (question 8). We feel that these results are encouraging

considering the survey does not allay any potential fears that may be held by the

respondents with regard to data security or data access. For example, in a production-

ready application, data security is likely to be a considerable point of focus, with

e↵orts to encrypt data in transit and at rest. If future applications incorporate these

additional security features and e↵ectively communicate them to users, willingness
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could potentially increase in response. Furthermore, it may be possible to develop

automated software algorithms to process much of the raw data and report higher-

level statistics of interest to clinicians [70], [71], in a manner that removes direct

human observation of patient data. This could serve to address patient fears that

others would be scrutinizing them personally by, for example, reading their text

messages or listening to their audio recordings. As our survey did not address any

of these points, it may be possible that responses would be more positive given these

guarantees.

It is worth noting that permission to collect data sources that are low resolution

in terms of providing personal or private information, such as screen state (Q8) and

motion sensor data (Q9), are the most likely to be granted. Contrast this with access

to sources of data that o↵er much more insight into a person’s private life, such as the

contents of SMS messages (Q6) and unrestrained audio recording and analysis (Q12),

which are among the least likely to be granted (only 20% and 19% yes responses,

respectively). This could be interpreted as evidence toward the hypothesis that fear

of scrutiny is responsible for unwillingness to provide access to data. If that hypothesis

was confirmed, then this suggests that any automated analysis of data that removes

humans from direct observation of the source data may be a method to improve

patient willingness to provide data access. Further research is required to explore

this hypothesis, however.

3.4.2 Comparison With Other Studies

The rates of smartphone ownership and use measured in this work is roughly in line

with previous research in other areas. The results reported in this study are most

similar to those measured in the United States, with ownership in the range of high

70% [72] to 80% [73]. The predominance of Android and iOS devices within the

population under study is also in line with current market statistics [69]. The mobile

phone ownership and use measured in this study was somewhat lower than the 96%

rate measured by Zhang et al. [74] in a Chinese population.

While existing work demonstrates that smartphone and/or wearable-based health

assessment tools are being adopted despite concerns around privacy [64], [65], the

authors are unaware of any studies that have attempted to determine precisely which

sources of data cause most concern. In the broader field of smartphone applications

in general (i.e., without a focus on mental health care applications), Felt et al. [75]

found that SMS messages were the data source that was most cause for concern, more

so than Global Positioning System (GPS) location. While they did not consider audio

recordings, the perception that SMS messages are more invasive of privacy than GPS
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location is in line with our results. A similarly broad study into mobile phone user

perceptions of privacy and security found that older users exhibited more privacy and

security concerns [76]. This is in contrast with the population studied in this work,

as we have measured a positive relationship between age and willingness to consent

to audio recordings (i.e., older people are more willing to consent to audio collection).

3.4.3 Limitations

One limitation of the study is the small, concentrated population of respondents.

All respondents presumably live within the Toronto area, and it is not clear how

these results may generalize to the greater Canadian population or beyond. Another

limitation of the study is the survey design. It is clear that respondents, in general,

require more information to provide a sense of their willingness to provide access

to data, as the proportion of maybe responses averaged across questions 4 through

12 was nearly one-third of respondents (28%). As mentioned earlier, 2 key pieces

of information that would help respondents make more informed decisions are the

e↵ectiveness of the application in helping to monitor or manage their mental health

if the data are provided and the risks involved and the steps being taken to protect

the patient’s privacy. Conveying both of these pieces of information to prospective

application users will be a challenge for health care providers willing to employ mobile

mental health applications.

Another fundamental limitation of this study is one inherent to surveys in general:

it is not clear that survey respondents who expressed interest in the hypothetical ap-

plication and willingness to consent to collection of their data through the application

would actually consent in a real-life scenario involving real mental health applications.

We surmise this would depend upon how e↵ective the applications were shown to be

and what patient perception of the risks would be.

Finally, it would be interesting for future work to determine if there were any

measurable di↵erences between how patients with di↵erent disorders might consent

to access to their data. One interesting hypothesis to test would be whether patients

with social anxiety disorder, who fear evaluation and scrutiny, would be less likely to

provide data access, possibly due to the fear of observation or judgment from others

characteristic of the disorder.

3.4.4 Conclusion

Given the potential for mobile technology to help patients monitor their mental health

symptoms in a passive and pervasive way, it is helpful for researchers to understand
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how patients may respond to requests for access to their personal data. General

interest in such an application is moderate, with 41% of respondents indicating they

would install a monitoring application and 43% of respondents indicating they may

install such an application. Willingness to provide data collection across di↵erent

sources ranges from 18% to 46%, with more intrusive or private sources of data being

more likely to be withheld. Finally, we support previous findings [67], [68] that

show mobile phone technology adoption alone will not pose a significant problem to

fielding mental health applications, as 85% of respondents reported using an internet-

connected smartphone daily.
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Study Design

This chapter describes the design of the study which was conducted to collect objective

smartphone data and self-report measures of mental health from participants. The

in-depth technical details of the smartphone data collection system are provided in

Chapter 5. Results of the data collection, including number of participants and

participant demographic data, are provided in Chapter 6.

4.1 Overview

An Android smartphone application was built, together with a centralized server

system, to collect and store measurements of objective smartphone data. The types

of data include samples of ambient audio, GPS location, screen state, light sensor

data, and physical motion. Participants were recruited into a 2-week observational

study where the application was run on their personal smartphone. Participants

also completed self-report measures of social anxiety disorder, generalized anxiety

disorder, depression, and functional impairment, in digital form through the study

application. Participants were recruited through an online system, provided informed

consent to engage in the study, and received $18.50 in compensation for completing

the study. The study was approved by the University of Toronto Health Sciences

Research Ethics Board, Protocol #36687.

4.2 Participants and Recruitment

Study participants were recruited through an online recruitment platform called Pro-

lific [77]. Prolific is a company, and website, which allows researchers (both academic

and market researchers) to recruit respondents for studies and tests, for a fee. It

is similar to the well-known Amazon Mechanical Turk [78], but is more specifically

29
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designed for scientific experiments [79]. Prolific maintains a list of registered partic-

ipants and for each participant a variety of demographic data such as age, gender,

primary language spoken, etc. When a study is o↵ered to the participants in Pro-

lific, the authors of the study specify inclusion criteria that limit which potential

participants are allowed to enroll.

The following inclusion criteria were used for recruitment in this study:

1. Participants must be fluent in English

2. Participants must live in Canada

3. Participants must own and operate an Android smartphone daily, as their per-

sonal phone.

4. Participants must have completed at least 20 previous studies on Prolific

5. Participants must have completed 95% of their previous Prolific studies in a

satisfactory manner (i.e., their participation was completed and approved).

No exclusion criteria were applied during recruitment.

4.3 Materials and Data

Three categories of data were collected from study participants. Demographic data

of participants was provided by the Prolific platform on behalf of all consenting par-

ticipants. The remaining two categories, objective smartphone-collected data and

the self-report measures of mental health, were collected digitally through the study

smartphone application.

4.3.1 Demographic Data

The following demographic data were collected:

1. Age

2. Gender

3. Employment Status

4. Nationality

5. First Language

6. Student Status

7. Country of Birth
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4.3.2 Objective Smartphone-Collected Data

The smartphone application collected the following types of data:

1. Location: The application periodically collected GPS data in order to geolo-

cate participants throughout the study. This data was collected once every five

minutes.

2. Battery: The application periodically recorded participants’ smartphone bat-

tery charge levels. This data was collected once every five minutes.

3. Contacts: The application recorded the number of contacts that participants

call or send SMS (text messages) to, and the dates and times when these phone

calls or messages occur. The names or numbers of contacts were not be recorded.

The phone calls or SMS messages were not listened to, recorded, or read.

4. Calendar: The application recorded every time a participant created a calendar

entry in their calendar app. The specifics of the calendar entries or events were

not be recorded, only the date and time that calendar entries were created or

modified.

5. Screen State: The application recorded every time that the smartphone screen

turned on or o↵.

6. Light Intensity: The application used smartphone light sensors to periodically

measure and record the intensity (brightness) of the ambient light in participants’

surroundings. This data was collected once every ten minutes.

7. Physical Activity: The application periodically used smartphone motion sen-

sors (including the accelerometer) to detect if participants are walking, running,

in a car, or standing still. This data was collected once every five minutes.

8. Audio: The application used the smartphone microphone to periodically collect

15-second recordings of audio from participants’ environments. This data was

collected once every five minutes. These environmental audio recordings may

pick up the sounds of participants, other individuals within sensing range of

participants, or other sources of audio (e.g., television). These environmental

audio recordings were processed by automated software in order to extract three

sub-streams of data:

(a) The average volume of each recording

(b) The presence or absence of a speaking voices in each recording
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(c) Spoken English-language words in each recording

A number of privacy-preserving considerations were made with respect to this

particular data stream and are discussed in Section 4.5.

Greater technical detail on these collection mechanisms are provided in Chapter 5,

where the smartphone-based data collection system is described in-depth.

4.3.3 Self-Report Measures of Mental Health

Participants completed four self-report measures in digital form within the smart-

phone study application at the beginning and end of the 14-day study. The measures

were the following:

1. Liebowitz Social Anxiety Scale (LSAS): The LSAS is a 24-item scale used to

assess the symptoms of social anxiety disorder. The properties of this instrument

were discussed in Section 2.1.1.

2. Generalized Anxiety Disorder 7-item scale (GAD-7): The GAD-7 is a

7-item scale used to assess the symptoms of generalized anxiety disorder. The

properties of this instrument were discussed in Section 2.1.2.

3. Patient Health Questionnaire 8-item scale (PHQ-8): The PHQ-8 is an

8-item scale used to assess the symptoms of depression. The properties of this

instrument were discussed in Section 2.1.3.

4. Sheehan Disability Scale (SDS): The SDS is a 5-item scale used to assess

general functional impairment. The properties of this instrument were discussed

in Section 2.1.4.

Copies of the GAD-7 and PHQ-8, in their traditional paper format, are included in

Appendix A (a sample of the LSAS can be viewed at [26]; a sample of the SDS can be

viewed at [39]). Screenshots of the digitized versions of the GAD-7 and the PHQ-8,

as they appeared in the study smartphone application, are included in Appendix D.

It is worth noting that while these scales were initially developed and tested for

pen-and-paper delivery, a review by Belisario et al. [80] found that, in general, self-

administered survey scores do not di↵er when deployed by software application versus

other delivery modes.

4.4 Study Procedure

Members of the Prolific community who met the inclusion criteria could read a de-

scription of the study, which included an informed consent guide. This study de-
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scription is included in Appendix C. Those who consented to the study were then

directed to a webpage that acted as the study entry point. This website directed par-

ticipants to install the study smartphone application from the Google Play app store

and provided them with login credentials for using the application. Once installed,

the application guided participants through a short setup, where they were asked to

provide the app with the necessary permissions to access their data, followed by a

login. Immediately following setup and login, participants were asked to complete

the set of four self-report measures in digital form within the study app. At this

point, following the completion of the self-report measures, the application began to

collect data in the background. No further actions or interactions with the study

application were performed until the end of the study, exactly 14 days later, at the

same time of day as the application installation. At this time, participants received a

notification on their phone informing them that the study had ended and requesting

that they complete the same set of four self-report measures done at the beginning,

again in the application. Following completion of this task, participants were directed

to uninstall the application from their phone and mark their study tasks as complete

on the Prolific website. Subjects were then paid through Prolific’s payment system.

4.5 Ethics and Privacy

The privacy and security of participants and their data was a key concern during the

study, due to the intimate and highly personal nature of the data collected. One step

taken to address this was to maintain participant anonymity as much as possible. The

Prolific recruitment platform is designed in a manner to keep their users anonymous,

and additional steps were taken to retain that anonymity throughout their participa-

tion in this study. All recruited participants were provided with randomized account

logins for use in the study app, to prevent participants from using a user name which

contains identifying information (e.g., their name or email address). Anonymity was

also a concern during the handling and processing of participant data. Visualization

of location data was done on modified map renderings which removed street names. A

number of steps were taken to maintain anonymity while handling audio data, which

will be discussed separately, below. Finally, to maintain the security of participants’

data, all data was transmitted to study servers over encrypted channels and stored

in encrypted form.

The study was approved by the University of Toronto Health Sciences Research

Ethics Board, Protocol #36687.
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4.5.1 Privacy-Preserving Actions for Audio Data

Audio recordings were processed entirely by automated software with no human inter-

vention, and were deleted immediately upon processing to prevent them being listened

to. These automated processing actions were the measurement of average volume,

the detection of speaking voices, and the detection of English language words. Audio

recordings were stored in encrypted form on participants’ smartphones between the

time at which they were produced and the time at which they were processed and

destroyed, and in such a manner that they could not be unencrypted except by study

sta↵. This additional action was performed in order to prevent the leaking of these

recordings if a device were to be lost, stolen, or otherwise compromised. Addition-

ally, the words detected from audio recordings were stored in randomized order to

prevent recreation of speech. Further technical details on these privacy-preserving

considerations are provided in Chapter 5, which discusses the technical design of the

data collection and storage system used in the study.

Earlier versions of the study design intended to record and store these audio record-

ings indefinitely. Retaining access to the audio files, even after processing and extrac-

tion of relevant data, was desirable since it could enable further experimentation with

novel processing techniques in the future. The ability to retain the audio files after

processing was revoked by the research ethics board after it became clear that these

audio recordings could potentially contain identifiable information of third parties

without their knowledge, which is a breach of privacy. Canadian law has a one-party

consent rule for the recording of private conversations, which means that as long

as one member of a conversation consents to the recording (in this case, the study

participant), then the recording is legal [81]. Consider, however, the case where a

participant’s device happens to record a conversation between third parties of which

the participant is not a member (for example, sitting within earshot of two strangers

conversing in a co↵ee shop). Such an audio recording would not be permissible.

After a series of discussions with the research ethics board and a privacy lawyer,

the recording of participants’ ambient audio was allowed to proceed if and only if the

following conditions were met:

1. Audio recordings were encrypted such that participants, or any third parties who

gained access to the audio recordings, could not listen to the recordings.

2. Audio recordings were only stored temporarily, until processing and extraction

of relevant data, afterwards which they would be immediately deleted. This

processing must be done in an automated fashion entirely by software, with no

humans listening to the audio recordings.
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3. The data extracted from the audio recordings must not contain personally iden-

tifiable information.

Conditions 1 and 2 above were both met by the careful engineering of the data

collection system, to be described in Chapter 5. Condition 3 was met by limiting

ourselves to only extracting data from the ambient audio which does not contain

any such personally identifiable information. Ambient audio volume (sampled at the

rate at which this study did — once every 5 minutes) and the presence or absence

of speaking voices naturally do not contain personally identifiable information. The

extraction of spoken words in ambient audio recordings was made to also comply with

Condition 3 by randomizing the stored word order of the recognized words, such that

transcripts of individuals’ speech could not be recreated.

4.6 Summary

This chapter discussed the design of the study which was performed to collect objec-

tive smartphone data and measures of mental health from consenting participants.

Participants were recruited anonymously from an online research platform, and all

data collection and study activities were performed on smartphone software designed

particularly for this study. In the next chapter, we describe the design of the smart-

phone software, and the supporting server and desktop software, which made this

study possible.



Chapter 5

Data Collection System

This chapter outlines the software architecture of the system used to collect self-

reported measures of mental health and objective smartphone-collected data from

individuals.

5.1 System Overview

The software system used to collect and store study data from participants consists

of four sub-systems: a study onboarding website, a smartphone application, back-

end server infrastructure including a database, and a data export application. Study

participants first interacted with the onboarding website to gain access to the study

smartphone application. The smartphone application, once set up and running, col-

lected and transmitted data to a backend server system. The backend server system

processed and stored data in a centralized database. This data could then be ex-

tracted from the database to a personal computer for analysis through use of the

data export application. Figure 5.1 provides a high-level illustration of the overall

system and flow of data. Details on each of the four sub-systems are provided in the

sections that follow.

5.2 Onboarding Website

The onboarding website acted as the entry point to the study. Users of the Prolific

recruitment website who read and consented to the terms of the study description

on the Prolific website were immediately directed from Prolific to this onboarding

website. The purpose of the onboarding website was to provide participants with all

the necessary information and credentials to install and activate the study smartphone

application.

36
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Figure 5.1: High-level architecture of the data collection system.

The onboarding website asked participants to begin their participation in the study

by clicking a button to generate login credentials for use in the study smartphone

application. These credentials were a randomly generated username and password.

While these credentials were being generated, a user account was created and saved

for each participant in the backend server. Additionally, a pair of encryption keys

were also generated and stored in the backend database (the purpose of which will

be described in Section 5.3). The randomly-generated username and password were

then provided to the participant, who was asked to write them down and save them

temporarily. Finally, participants were asked to click on an icon within the onboard-

ing webpage which redirected them to the Google Play Store listing for the study

application, where they could download and install the study application. Figure 5.2

provides an illustration of the flow of actions that are performed in participants’

interactions with the onboarding website.

It should be noted that the onboarding website was intended for use on mobile

phones in order to streamline the onboarding procedure. Having the onboarding

website accessible from a mobile web browser meant that participants could interact

with the onboarding website and install the study application without switching from

a computer to their smartphone. It also made the study accessible to participants

who only browse the web from their smartphone. While the onboarding website was

fully functional when accessed from any web browser (desktop and laptop computers

included), the study listing on Prolific requested that participants access the website

using a mobile browser.
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Figure 5.2: Action flow of onboarding website.

5.3 Study Smartphone Application

The purpose of the study smartphone application was to collect both the self-reported

measures of mental health listed in Section 4.3.3 and the objective data listed in

Section 4.3.2. The study smartphone application is an Android application called

“Logger”, available for free on the Google Play Store [82]. The source code for

the smartphone application is comprised of 79 Java source files, containing a total

of 7463 lines of code, not including libraries, APIs, or other external dependencies.

The application was designed solely for Android, and not additionally Apple’s iOS,

because the iOS development model does not allow applications to passively collect

audio and location data from the background without user interaction [83]. This was

a key requirement for our framing of the research goals, so the decision to forgoe an

iOS version of the application was made.

The study smartphone application consists of a number of functional components,

the key component being that which collects all study data. Prior to any data collec-

tion, the application must be first authenticated and set-up. Immediately following
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the setup procedure, participants completed the first set of self-report measures of

mental health. Once completed, the application then began to passively collect ob-

jective data, and this data collection continued until the completion of the 14-day

study. At that time, participants were once again asked to complete the same set of

self-report measures of mental health, after which their participation in the study was

concluded. The following three subsections provide details on these three components

of the study application functionality.

5.3.1 Setup and Study Intake Functionality

Participants were required to complete a number actions within the study application

upon first launch. Participants were presented with a guided setup procedure, with

detailed instructions, in the application the first time it was launched from their

smartphone. Participants were guided through the following actions:

1. Disable Battery Optimizations

Participants were first asked to disable a setting on their Android smartphone,

called battery optimizations, for the study application. This setting, which is

enabled by default, severely impacts the ability of the application to passively col-

lect data, and would significantly reduce the frequency of data collection. While

disabling this feature can potentially decrease the battery life of the smartphone,

brief testing showed no noticeable impact on battery life.

2. Granting Permissions

In order for the application to be able to collect location, audio, calendar, and

contact-based data, participants must grant the application explicit permission

to do so. While participants were made aware of this data collection and had

already given consent to do so by accepting the study on Prolific, the Android

operating system also required this consent to be provided as part of its own

permissions management model. Participants who denied any of these permis-

sions were asked to withdraw from the study, and any further progress through

the application was prevented. A screenshot of the application requesting the

location data permission is shown in Figure 5.3a.

3. Activating Location Data

Participants were asked to click a button to ensure that their smartphone’s

location data was enabled. While at this point in the setup they had granted

permission to collect location data, it was still possible that their location settings
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were turned o↵, which would have prevented collecting that data despite having

permission to do so.

4. Logging In

Participants were finally asked to log in to the study app by entering in the

randomly-generated username and password which were previously given to them

from the onboarding website.

5. App Configuration

Following login, the application automatically performed a set of operations, in

the background, to configure it for passive data collection. An encryption key,

generated for each participant at the time of their account creation, was retrieved

from the backend server database and stored on their smartphone. An automated

check was performed to ensure that the application could communicate with

other parts of the backend server infrastructure. A time-based killswitch was

also activated, which served to halt all passive data collection and to notify the

participant that they must complete the final set of self-report measures at the

conclusion of the 14-day study. This configuration process lasted only a few

seconds, and participants were presented with a small loading screen for the

duration. After this final step in the set-up procedure, the application was fully

functional and participants were asked to complete the first set of self-report

measures.

6. Completion of Self-Report Measures

Participants were asked to complete the series of four self-report measures of

mental health. These four measures —the LSAS, GAD-7, PHQ-8, and SDS

—were presented to participants in digital form within the study application

itself. A screenshot of the first question of SDS as it appears in the application

is shown in Figure 5.3b. Following the completion of the self-report measures,

participants were informed that no further actions are required for 14 days and

that they could simply close the app. This message remained on the homescreen

of the application for the duration of the study, and is shown in Figure 5.3c.

5.3.2 Passive Data Collection

The objective data listed in Section 4.3.2 will be reprised here, with additional tech-

nical details about the data and the mechanisms for sampling each data stream.
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(a) Location permission request (b) Sheehan Disability Scale (c) Application homescreen

Figure 5.3: Three screenshots of the study smartphone application

Location, Battery, and Physical Activity

Data describing participants’ location, physical activities, and charge level of their

smartphone were all captured by the smartphone application through use of Google’s

Awareness API [84], which is a software library that allows application developers to

gain easy access to contextual information about users of their software. The Aware-

ness API recognizes physical activity states by collected and processing motion sensor

data (accelerometer and gyroscope) in an automated fashion, without requiring users

of the Awareness API to collect and process this raw motion sensor data themselves.

A total of eight possible activities are detectable, including being in a vehicle, riding

a bicycle, walking, running or being still (the other three activity labels represent

some degree of indeterminate activity state). Location data was represented as par-

ticipants’ longitude and latitude on the Earth’s surface. Battery data is the battery

charge level of participants’ smartphones. All three data were periodically sampled

and recorded once every 5 minutes by the smartphone application.

Light

Ambient illuminance, measured in units of lux by the smartphone light sensor, was

periodically sensed every 10 minutes by the smartphone application. This data was

acquired through the Sensor class of the Android API [85].
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Audio Recordings

The study smartphone application captured recordings of the environmental or am-

bient audio, using the smartphone microphone. The recordings were initiated peri-

odically, every five minutes, and record 15 seconds of audio. These audio recordings

were produced through use of the MediaRecorder class of the Android API [86].

Audio recordings were encoded in the Adaptive Multi-Rate Wideband (AMR-WB)

encoding [87] and stored as 3GPP-format [88] files. These audio recordings were im-

mediately encrypted (see Section 5.3.4 for a description of the encryption process) and

remained on participants’ devices until uploaded to the backend server file storage.

Encrypted audio recordings were uploaded in baches, every 3 hours. This batched

uploading was done to preserve battery life.

Three sub-streams of data were extracted from audio recordings:

1. Audio Volume: the average volume of each recording.

2. Voice Activity: the presence of absence of English-speaking voices in the record-

ing.

3. Bigrams: English-language words detected in each recording. Each word is

stored together with the word immediately following it, to form a pair of words

or a bigram. For example, the transcript “what did you eat today” would yield

the following sequence of bigrams: (what did), (did you), (you eat), (today

hEMPTYi). Note how contiguous bigrams in the sequence share a word; this is

not a standard approach for bigram generation but was used in this work.

These three pieces of data were extracted from audio recordings by the backend

server (see Section 5.4.3).

Calendar and Contacts

The study smartphone application recorded the creation of new contacts and new

calendar entries created during the 14-day period of data collection. Contact data

collection only captured the unique identifier assigned to each contact, not their name,

phone number, or other personally-identifiable information. Calendar data collected

contained the unique identifier of the calendar entry, and its start and end times.

Calendar entry titles and descriptions were not captured in order to respect privacy.

Contact and calendar data were accessed through the ContactsContract [89] and

CalendarContract [90] classes of the Android API, respectively. Neither of these

classes provide an interface for the discovery of new contacts or calendar entries at

the time of their creation. Instead, they simply act as wrappers around a database of
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all existing entries at the time of querying. In order for the study application to detect

only newly created entries, the application made an initial inventory of all existing

entries at application set-up, and then periodically re-inventoried the Contacts and

Calendar databases to look for new entries (i.e., entries that have not been seen since

last inventory). Calendar entries were inventoried periodically, every three hours.

Contact entries were inventoried every one hour. It must also be noted that the

Calendar data accessed in this manner was only the data stored in the (default)

Google Calendar application on participants’ devices. If participants use another

calendar provider and do not synchronize it with their Google Calendar, that data

would not be accessible.

Screen State

The study smartphone application recorded the date and time of every instance of the

smartphone screen turning on or o↵. This screen data is the only passively-collected

data that is not collected periodically, but was collected in an event-driven manner

in response to state changes (see Table 5.1). The application received a broadcast,

through the BroadcastReceiver [91] class of the Android API, from the device’s

operating system when screen state changed. Note that, on newer Android devices,

these broadcasts no longer specifically reflect screen state, but refer to when the device

leaves and enters a responsive and interactive state (in other words, it tracks whether

a device is “awake” versus “asleep”) [92]. While this distinction is important to note,

in practice it is not a great concern for our particular use case. In our use case, we

wished to have some measure of how often individuals were on their device, and while

“true” screen state is one indicator of device use, knowing when the device is asleep

versus awake is also a good indicator, since devices will always be awake when being

used, and will quickly enter a sleep state once not in use.

Data Stream Sampling Period (minutes)

Location 5
Battery 5
Contacts 60
Calendar 180
Screen N/A
Light 10
Physical Activity 5
Audio 5

Table 5.1: Sampling frequencies for the di↵erent streams of data collected by the study smartphone
application
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5.3.3 Study Exit Functionality

Precisely 14 days after entrance into the study, at the same time that the self-report

measures were completed during application setup, participants received a notification

on their smartphone asking them to re-complete the same four self-report measures

of mental health. Following the completion of the self-report measures, they were

directed to uninstall the study application and mark their study participation as

complete on the Prolific website.

5.3.4 Audio File Encryption

Audio files produced by the study smartphone application were encrypted immedi-

ately after generation, and remained encrypted until being processing in the backend

server. This encryption was done to preserve the privacy of both the study par-

ticipants and any other individuals who may have been recorded speaking in the

vicinity of the participants. Audio recordings were encrypted in a manner such that

even participants themselves could not decrypt (and therefore listen to) the audio

recordings.

This encryption scheme, where participants’ devices automatically encrypt audio

but have no ability to decrypt the audio is achieved through the use of asymmetric

encryption (sometimes refered to as public-key cryptography) [93]. Unlike symmet-

ric cryptography, where a single key is used to both encrypt and decrypt the data,

asymmetric cryptography uses two keys (i.e., a key pair), referred to as the public key

and private key. Data encrypted with one of the two keys can only be decrypted by

the other. Either key can be used to perform the encryption, but conventionally the

public key is used to perform the encryption and the private key is used to decrypt.

As each study participant proceeded through the study onboarding, a pair of 1024-

bit RSA keys were generated. The key pair was saved in the backend database, and

at application set-up only the public key was transmitted to the participant’s device,

while the private key remained in the database and was only accessible by the backend

administrator. The RSA public key was not used to encrypt the audio directly, as

data larger than the key size cannot be securely encrypted using RSA keys, and the

audio files were significantly larger than 1024 bits.

To securely encrypt an audio file using the RSA public key, a one-time symmetric

key was generated (128-bit AES key in CBC mode). One-time use keys generated in

this fashion are often called session keys. The session key was used to encrypt the

audio file, and then the session key itself was encrypted using the RSA public key.

Note that this was easily done since the session key (128 bits) was smaller than the
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RSA public key (1024 bits). The encrypted audio file and encrypted session key were

then saved together as one secure file. The audio recording could only be decrypted by

the session key, but the session key was also encrypted and could only be decrypted

by the RSA private key. The RSA private key, however, is stored in the backend

database. Note that, for each audio file, a new session key was generated and used,

but not a new RSA public key. There was only one single RSA key pair generated

for each study participant.

The generation of the session keys, encryption of the audio recordings, and the

encryption of the session keys was all performed in the study smartphone application

using base cryptographic functions from the javax.crypto package [94].

5.4 Backend Infrastructure

5.4.1 Overview

A backend server, sometimes referred to simply as a backend, is one or more computers

which run software to support other software running on clients’ computers (so-called

frontend software). This distinction is common in web-based software, where the

backend server is responsible for acting as a central store for clients’ data and also for

performing other important tasks which cannot safely be performed by the frontend

software, such as user authentication. The advent of “cloud computing” has made

it much easier for software developers to deploy software to backend servers without

having to directly own, maintain, or manage any actual server computers. Many cloud

computing vendors o↵er what is referred to as a Backend-as-a-Service, or BaaS, where

the vendors maintain the physical server computer infrastructure themselves. Vendors

then simply provide an easily-programmable interface for software developers to write

and run backend server code on vendors’ own machines.

The backend used by the data collection system was implemented using a BaaS of-

fered by Google, called Firebase [95]. The database which stored all participant data,

the file system which temporarily stored the encrypted audio, the server-side code

which supported the onboarding website and the study smartphone application, and

the onboarding website itself, were all built or otherwise enabled through a number

of Firebase services. The remainder of this section describes the functionality of the

Firebase backend and how it enabled the collection and storage of data throughout

all the study procedures outlined earlier.
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5.4.2 Support for Onboarding Website

The onboarding website described in Section 5.2 was itself hosted by Firebase’s Host-

ing service [96]. The hosting service serves participants’ web browsers the HTML,

javascript, and other resources which comprise the onboarding website. The onboard-

ing website, which was client-side software running in participants’ web browsers,

needed support from the backend in order to perform two key tasks (see Figure 5.2).

The creation of each participant’s user account and key pair for audio encryption

must all be executed in the backend, since the backend o↵ers a trusted compute en-

vironment that cannot be tampered with (something critical for secure generation of

accounts and keys).

To do so, Firebase’s Cloud Functions service was used [97]. Cloud Functions o↵er

developers the ability to write server-side code, running on Google’s own machines,

which can be triggered for execution by events such as web requests from client-side

code. Furthermore, this server-side code is managed by Google and automatically

scales to increased demand without developers needing to request additional servers.

This type of service enables the creation of what is often referred to as a serverless

backend, since software developers do not need to interact with web server software

when building a backend using such a service.

Two Firebase Cloud Functions were created to support the onboarding website.

The first, which was triggered by a web request issued by the client-side website

code, was used to create a user account for each participant within the Firebase

Authentication service [98]. The second, which was triggered by the creation of the

user account, was used to generate an RSA key pair and store it within Firebase’s

Cloud Firestore database [99]. This Cloud Firestore database was also used as the

database for all data collected from participants.

5.4.3 Support for Smartphone Application

Firebase’s Cloud Firestore database was used to store all participant data collected by

the smartphone application during the study. Figure 5.4 illustrates the flow of data

from the smartphone application to the Cloud Firestore database. All self-reported

measures of mental health and all non-audio smartphone-collected data were directly

written by the smartphone application to the database through the Cloud Firestore

client library for Android [100].

The remaining data collected by the smartphone application — the encrypted

audio recordings — were periodically uploaded from the smartphone application to

Firebase’s Cloud Storage [101] file storage system. Upon completion of every file
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Figure 5.4: Architecture of the backend data storage system.

upload, the execution of a Cloud Function was triggered to extract the three streams of

data from the audio recordings (audio volume, voice activity, and bigrams). Figure 5.4

gives a high-level illustration of this process.

The first operation performed by the audio-processing Cloud Function was to de-

crypt the audio file. The private key associated with the user which uploaded the file

was read from the database and used to decrypt the session key bundled with the

audio file. The decrypted session key was then used to decrypt the audio file. Once

decrypted, the three pieces of data could then be extracted from the audio file.

The average volume of the audio file, in decibels, was measured using the FFmpeg

audio processing library [102]. Prior to the detection of voice activity and bigram

generation, a transcript of each audio file was generated using Google’s Speech-to-

Text automatic speech recognition software [103]. Once a transcript was generated,

voice activity was detected by noting whether the transcript was empty or not. An

audio file which produced a non-empty transcript was considered to contain voice

activity. Bigrams, which are pairs of words consisting of each word in the transcript

and the word immediately following it, were then also extracted from the transcript.

Audio volume, voice activity, and bigrams extracted from each audio file were then

saved in the Cloud Firestore database.
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5.4.4 Database Schema

The Cloud Firestore database used to store all study data is not a traditional table-

oriented or “relational” database. Firestore is a document-oriented database in which

data is stored into documents, which together are grouped into collections. Each

document is assigned a unique identifier, or key, to identify it within its associated

collection. These keys can be automatically generated by the database or they can be

assigned manually by the developer. Each document also contains a number of fields,

which are used to store the desired data which comprise each document. These fields

can be one of a number of di↵erent standard data types, such as strings, booleans,

and numberic types.

A document structure was designed for each stream of smartphone-collected data

(e.g., physical activity, average volume of the audio recordings, etc). Each document

contains the sampled data of interest along with a timestamp indicating the data and

time at which the data was sampled and a unique user id (UID) indicating which par-

ticipant the data was collected from. Participant’s UIDs are automatically generated

by the Firebase Authentication system at account creation. All documents of a sim-

ilar type are stored collectively in a single collection. All self-reported mental health

measures were also stored in a collection of documents in a similar manner. Table 5.2

contains an illustration of how this data was organized into di↵erent collections of

documents.

All documents of a similar type were stored together in a single collection, even

those documents which contain data collected from di↵erent participants. Since docu-

ments contained a UID field which is unique for each participant, data from individual

participants could be easily separated out by querying the database appropriately.

Document keys were also always auto-generated, except for the documents which

stored the RSA key pairs. Since only a single key pair was created for each partici-

pant, participants’ UIDs were used as the keys to identify each RSA key pair in the

database.

5.5 Data Export Application

The Data Export Application was designed to enable researchers to gain access to

participants’ study data for analysis. The Data Export Application is a standalone

cross-platform application which can be run on any personal computer which has a

Java Runtime Environment installed. The application makes use of the the Firebase

Admin SDK [104] to read participant data from the Cloud Firestore database. Users

of the Data Export Application must be able to first authenticate themselves as
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Document Collection Description Document keys Document fields Field Data Type Field Description
activity Physical activity state auto-generated confidence integer Confidence of the given activity type

timestamp timestamp Date and time of datum collection
type string Activity type
uid string User ID of participant

audioVolume Volume of audio recordings auto-generated meanVolume double Average volume of recording
timestamp timestamp Date and time of datum collection
uid string User ID of participant

battery Device battery charge level auto-generated batteryPercent double Battery charge
timestamp timestamp Date and time of datum collection
uid string User ID of participant

bigrams Bigrams detected from audio recordings auto-generated first string First word in bigram
second string Second word in bigram
uid string User ID of participant

calendar Calendar events auto-generated end timestamp Event end date and time
id integer Unique event id
start timestamp Event start date and time
uid string User ID of participant

contacts Contacts created auto-generated id integer Unique contact id
uid string User ID of participant

light Light sensor readings auto-generated illuminance double Illuminance of environment
timestamp timestamp Date and time of datum collection
uid string User ID of participant

location Geolocation data auto-generated location geopoint Latitude and Longitude
timestamp timestamp Date and time of datum collection
uid string User ID of participant

privateKeys RSA private keys for audio decryption participant UID privateKeyBase64 string Base64-encoded private key
prolificUsers Participants’ Prolific information auto-generated prolificPid string Participant’s Prolific ID

sessionId string Prolific Session ID
studyId string Prolific Study ID
timestamp timestamp Date and time of datum collection
uid string User ID of participant

publicKeys RSA public keys for audio encryption participant UID publicKeyBase64 string Base64-encoded public key
scales Self-reported mental health measures auto-generated intakeOrExit string Which phase in study the measure was drawn

results integer array Individual item responses
scaleName string Name of self-report measure
timestamp timestamp Date and time of datum collection
uid string User ID of participant

screen Screen state data auto-generated screenOn boolean State of screen
timestamp timestamp Date and time of datum collection
uid string User ID of participant

voiceActivity Presence of speaking voices in audio auto-generated timestamp timestamp Date and time of datum collection
uid string User ID of participant
voiceActivity boolean Presence or absence of speaking voices

Table 5.2: Schema for all data stored in the backend database.

having administrator privileges within the backend system before data export can

occur.

Participant data retrieved using the Data Export Application was stored locally

on researchers’ machines in comma-separated value (CSV) format. Each participant’s

data was stored in a single directory, with data from each data stream stored in a

single CSV file within that participant-dedicated directory. While Firebase ensures

that all data stored in both the Cloud Storage filesystem and Cloud Firestore database

are encrypted and access-controlled, the CSV files produced by the Data Export

Application are not encrypted. Users of the Data Export Application must therefore

ensure that their personal computer used to store participant data has disk encryption

capabilities and that this feature was enabled on their computer.

5.6 Conclusion

This chapter has described the various software systems built to enable the secure col-

lection and storage of participants’ mental health and objective smartphone-collected

data. The design of a mobile website, Android smartphone application, Firebase

backend, and Data Export Application was documented, with an emphasis on the
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many features which establish and maintain security and reliability. The next chap-

ter will describe the results of using this system in a study (described in Chapter 4)

to collect self-reported measures of mental health and objective smartphone-collected

data from study participants.



Chapter 6

Study Recruitment and Overview

of Participant Data

This chapter discusses the deployment of the study (described in Chapter 4) to the

Prolific online participant recruitment platform and provides a high-level summary

of the data collected from study participants.

6.1 Participant Recruitment

From July 2019 to December 2019, 205 eligible Prolific members entered the study,

with 112 participants completing all study tasks (details on participant withdrawals

provided in Section 6.1.1). Participant recruitment was performed in a batched fash-

ion, with multiple identical deployments of the study being performed one after the

next, with only one deployment active at a time. At the conclusion of one study

deployment, participants were paid, data was reviewed for integrity, and the next de-

ployment was initiated. Table 6.1 provides information on the six deployments of the

study, including the intended number of participants to be recruited, the number of

Prolific users eligible to enter the study at that time of deployment, and the number

of participants who entered, withdrew from, failed to complete, and completed the

study.

The study was conducted in a batched fashion, as opposed to simply recruiting all

participants at once, since it was unclear how the entire system and study procedure

would scale to a large number of concurrent participants. While we were confident

that the software would adapt to meet the load imposed by a large number of users,

and it was indeed designed to do so, there remained specific challenges related to

the monitoring of the study that drove us to limit the number of concurrent study

participants.
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Deployment Launch Date
Number of Participants

Intended Eligible Entered Withdrew Incomplete Completed
1 10-Jul-19 10 400 21 11 0 10
2 03-Sep-19 19 406 35 16 1 18
3 02-Oct-19 20 402 27 7 1 19
4 17-Oct-19 22 386 43 21 1 21
5 04-Nov-19 30 367 52 22 3 27
6 25-Nov-19 30 329 27 9 1 17

Total 205 86 7 112

Table 6.1: Summary of participant recruitment trials

The first monitoring challenge was that participants could have di�culty complet-

ing the application setup or other required tasks and may request help from the study

organizer. The Prolific recruitment platform o↵ers participants the ability to anony-

mously message study organizers for help or clarification with study tasks, and the

assistance of participants in a real-time fashion is di�cult when potentially multiple

participants are requesting help. Secondly, independent of participants requesting

real-time help, monitoring was still deemed necessary to ensure the correct setup of

the application on participants’ own smartphones. Significant testing of the smart-

phone application was performed prior to deployment, but the sheer number of An-

droid device vendors and models is such that it was infeasible to test the application

on all devices. In order to ensure that the study application was running correctly

across participants and their devices, the backend system was monitored and key

log messages and data were inspected to catch any potential problems during study

intake.

In practice, few messaging interactions with participants were encountered, and

the automated testing of the application during setup appeared to catch most cases

of software problems without any monitoring. In total, across all deployments, mon-

itoring of the login and setup procedure resulted in messaging interactions with nine

participants. Four participants were messaged because they had accepted the study

but failed to login in to the system; these participants later withdrew from the study

without responding. Three participants failed to successfully disable battery opti-

mizations for the study application; these participants withdrew from the study. One

participants’ application failed the automated set up, and withdrew from the study

as a result. Finally, one participant could not successfully login to the application,

and was also forced to withdraw from the study.

After a first small deployment to 10 participants, which proceeded smoothly, the

next deployment was run on a larger group of 20 participants. As we gained confidence

in the reliability of the software and the study design, the sizes of the deployments

increased to a final size of 30. No further study deployments were made after the
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sixth because it became clear that we had exhausted the pool of eligible participants.

Participation was limited to Prolific users residing in Canada, of which there were

only roughly 450 total in the year 2019. In all deployments prior to the last, all free

slots in the study were quickly filled within a number of hours of deployment to the

Prolific website. The sixth deployment, however, was left open to entry for multiple

days and still failed to fill completely, leading us to believe that the pool of eligible

and willing participants had been exhausted.

6.1.1 Participant Withdrawals

Withdrawals from the study were common, with 86 of 205 (42%) participants choosing

to withdraw at some point in the study. The majority of withdrawals, 87% (75/86),

occurred before a successful log-in to the study application (see Figure 6.1 for an

illustration of the withdrawals throughout the timeline of study actions). Having

observed how most withdrawals occurred early in the study, we provide two possible

hypotheses for the high number of withdrawals. The first is the relative di�culty in

setting up the study app on a personal smartphone, which is more complex than the

typical task asked of subjects recruited on the Prolific platform. The setup procedure

included turning o↵ the smartphone’s battery optimizations for the study application,

which requires some facility with Android settings.

Figure 6.1: Flow chart of study recruitment and participant withdrawals.

The second is the possibility that subjects were unwilling to provide the app with

the permissions necessary for data collection. Recall that the study application asks

users to grant permissions before log-in, which might explain why 87% (75/86) of the

withdrawals occurred without logging in. Despite the fact that the participants had

already agreed to the terms of the study (which describe the data collection performed
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by the application), it is possible that once explicitly confronted with the notion of

such intimate data collection, participants chose to withdraw. It is worthwhile to

note that the number of withdrawals (42%) is roughly in line with the results of our

study described in Chapter 3, in which a combined 59% of respondents indicated

either partial or no willingness to install a smartphone application to monitor their

mental health.

6.2 Participant Demographics

At the completion of every study deployment, Prolific provides researchers with de-

mographic data on all participants who successfully completed the study tasks (no

demographic data is provided for participants who withdraw). This demographic

data includes participant age, gender, student status, and employment status. Par-

ticipants’ demographic data is summarized in Table 6.2.

Age n (%)

18 to 24 32 (29%)
25 to 34 51 (46%)
35 to 44 18 (16%)
45 to 54 7 (6%)
55 to 64 4 (4%)

Gender

Female 51 (46%)
Male 61 (54%)

Student

Yes 39 (35%)
No 73 (65%)

Employment

Full-Time 68 (61%)
Part-Time 19 (17%)
Unemployed 14 (13%)
Other 6 (5%)
Not in paid work 4 (4%)
Due to start a new job 1 (1%)

Table 6.2: Summary of participant demographic data

The sample of participants was quite young, with an average age of 30.6 years (SD

9.4). Three quarters of participants were under the age of 35 years old. Participants

were 46% female, indicating a slight imbalance in gender representation. A sizeable

minority (35%) of participants reported being students. Finally, 61% of participants
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reported being in full-time employment, 17% of participants were employed part-

time and 13% of participants reported being unemployed. Note that the “Not in paid

work” state for employment includes, for example, homemakers, retirees, or those

who cannot work due to a disability.

6.3 Self-Report Measures of Mental Health

At the completion of the study deployments, participants’ responses to the four self-

report measures of mental health, completed at study intake and study exit, were

scored. Table 6.3 presents the mean and standard deviation of the measures taken

at intake and exit. Additionally, in order to test whether statistically significant

di↵erences in mean scores exist between the administration of the measures at intake

and exit, a paired samples t-test was performed for each measure. Mean scores on

all four measures were lower at exit than at intake, and mean scores on the GAD-7

and SDS were significantly lower (at a 5% significance level). Figure 6.2 also provides

histograms which illustrate the distributions of participants scores, taken at study

exit, on the LSAS, GAD-7, PHQ-8, and SDS.

Measure
Mean Score (SD)

t-statistic P
Intake Exit

LSAS 58.0 (27.5) 55.8 (25.5) 1.82 0.071
GAD-7 7.7 (5.3) 6.7 (4.4) 3.22 0.002
PHQ-8 9.1 (5.5) 8.6 (5.3) 1.53 0.129
SDS 12.6 (8.3) 11.1 (7.6) 2.61 0.010

Table 6.3: Comparison of mean scores on all self report measures collected at study intake and study
exit

To gain a sense of the severity of these scores, it is worthwhile to compare scores on

the LSAS, GAD-7, and PHQ-8 to their respective diagnostic thresholds for screening

for social anxiety disorder, generalized anxiety disorder, and depression, respectively.

Table 6.4 shows the results of this screening operation.

Measure
Diagnostic
Threshold

Disorder
Participants above threshold (%)

At Study Intake At Study Exit

LSAS 60 Social Anxiety 43 (38%) 44 (39%)
GAD-7 10 Generalized Anxiety 36 (32%) 27 (24%)
PHQ-8 10 Depression 47 (42%) 40 (36%)

Table 6.4: Results of using the LSAS, GAD-7, and PHQ-8 measures to screen participants for social
anxiety disorder, generalized anxiety disorder, and depression, respectively
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Figure 6.2: Histograms of participant scores on the LSAS, GAD-7, PHQ-8, and SDS measures
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These results reveal that the sample of participants, despite being recruited from

a healthy population, had a high prevalence of depression and anxiety. Data reported

by the Government of Canada in 2006 estimate a 12-month prevalence of major

depressive disorder at 4.8% [18], compared with positive screening rates of 42% (at

study intake) and 36% (at study exit) in our sample. The same 2006 report lists

a 12-year prevalence of the combined class of anxiety disorders at 4.8%, a figure

that is significantly lower than the positive screening rates for generalized anxiety

disorder (32% at study intake and 24% at study exit) and social anxiety disorder

(38% at study intake and 39% at study exit) observed in our sample. Given that the

thresholds used for screening were all shown to have high specificity (and therefore

low false positive rate), it seems unlikely that these high rates were solely a result of

false-positive screenings. Instead, 2 possible explanations are proposed, which may

be jointly responsible. First, the Canadian population of subjects on the Prolific

recruitment platform may have elevated rates of mood and anxiety disorders with

respect to the general Canadian population. It may be that individuals who choose

to find work on the platform do so to supplement their income. Individuals su↵ering

from mental health conditions may have di�culty finding high-paying jobs because

of their condition. Second, that subject sampling was impacted by self-selection bias.

In other words, Prolific participants who struggle with mental health to some degree

may be more likely to have chosen to enroll and remain in a study that focuses on

mental health.

6.4 Objective Smartphone-Collected Data

This section provides a brief initial summary of the objective smartphone data col-

lected from study participants. The emphasis here is on investigating how much data

was collected and to determine the e↵ective sampling rates achieved by the smart-

phone application for each of the data streams which it collects. Chapter 7 provides

visualizations of the individual data streams and in-depth analyses of the data.

Table 6.5 provides a high-level summary of the amount of data collected, in each

data stream, from study participants. The Participants with Zero Samples column

lists the number of participants from which no data samples were collected. The

Samples per Participant column lists the median number of samples collected per

participant, and also provides the inter-quartile range (IQR) as a measure of the

dispersion of these values (the interquartile range lists the 25th and 75th percentiles,

between which the middle 50% of values lie). The Sampling Period column compares

the nominal sampling rate at which the smartphone application was programmed to
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sample data streams (for those data streams that are sampled periodically) to the

median observed sampling rate, which is computed as the median of participants’

average sampling periods. Each individual participant’s average sampling period was

computed as the total duration of time during which data was collected divided by

the number of data samples collected in that time period. The inter-quartile range is

also provided for the observed average sampling periods. Participants which yielded

no samples where excluded from the computations of Samples per Participant and

Sampling Period.

Data Stream
Participants With
Zero Samples:
n (%)

Samples Per Participant:
Median (IQR)

Sampling Period (mins)

Nominal
Observed:
Median (IQR)

Activity 2 (2%) 3955 (2465 - 4018) 5 5.1 (5.0 - 6.5)
Audio Volume 8 (7%) 3880 (3182 - 3972) 5 5.2 (5.1 - 6.4)
Battery 1 (1%) 4025 (2662 - 4066) 5 5.0 (5.0 - 7.5)
Bigrams 11 (10%) 3364 (1747 - 5418) - -
Calendar 112 (100%) - - -
Contacts 112 (100%) - - -
Light 5 (4%) 2015 (1338 - 2096) 10 10.0 (9.4 - 11.1)
Location 7 (6%) 3807 (1209 - 4023) 5 5.4 (5.1 - 13.0)
Screen 2 (2%) 1737 (655 - 2755) - -
Voice Activity 8 (7%) 3880 (3182 - 3972) 5 5.2 (5.1 - 6.4)

Table 6.5: Aggregate number of samples collected and sample period for each data stream collected
from study participants

Focusing upon the Participants with No Samples column of Table 6.5, it is clear

that no calendar or contact data were collected from any study participants. This

could be due to bugs (errors) in the study application, but this seems unlikely to

result in no data collection from all participants, since both the calendar and contact

data collection features were tested and functional prior to deployment. Another

possibility is simply that no participants added no new contacts to their device or

calendar entries to their Google calendar during the time in which they were enrolled

in the study, which is plausible considering the study was only 14 days long. Recall

that that the calendar data collection only discovers and records the creation of

calendar entries in the Google calendar smartphone application, and that it is not

clear how many individuals use the Google calendar application specifically. A second

observation which can be made is that, excluding than Calendar and Contact data

streams, the number of participants with data that is entirely missing (i.e., not a

single data point was collected) is low, being equal to or less than 10% in all other

data streams. Note, however, that these rates do not count participants which were

missing some (but not all) data, but only those who were missing all data entirely.
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Shifting focus to the Samples per Participant column of Table 6.5, one can make

the observation that, for all data streams other than calendar and contacts, there

was a large number of data points collected (on aggregate). The median number of

data points collected per participant ranges from 2015 (light sensor data) to 4025

(bigrams — pairs of spoken words detected in ambient audio recordings). This is to

be expected, however, given the duration of the study and the sampling periods for

the data streams.

The Sampling Period column of Table 6.5 allows us to assess how close the ap-

plication came, in practice, to achieving its nominal sampling rates. Data streams

which were intended to have a sampling period of 5 minutes were sampled, on average,

slightly more slowly. The largest deviation between nominal and observed sampling

periods occurred in the case of Location data, where the median average sampling

period was 5.4 minutes. Looking at the interquartile ranges, however, shows a dif-

ferent picture. The upper value in the interquartile range corresponds to the 75th

percentile of the data, where 25% of participants had average sampling periods larger

than this value. Focusing on the upper range of the IQR, we can now see that some

participants’ data was sampled with a much lower e↵ective frequency than intended.

The 75th percentile of the average sampling periods for the Location data stream was

13.0 minutes. This indicates that 25% of participants had their location data sam-

pled with an average sampling period greater than 13.0 minutes, which is quite a large

discrepancy between nominal and observed sampling rates for these participants.

6.4.1 Challenges with Passive Data Collection

The discrepancy between the nominal and e↵ective sampling rates is an important

finding to discuss. This result, while undesirable, is not surprising given the trend of

smartphone vendors trying to improve battery life while smartphones continue to grow

more powerful and capable. The Android operating system introduced a key battery

life-preserving feature, called Doze mode [105], in Android version 6. In an attempt to

preserve battery life, this feature imposes restrictions on how often applications can

perform actions in the background, that is, when users are not interacting with the

application. Given that all data-sampling performed by the study application occurs

in the background, and the user does not interact with the application except during

setup and exit, Doze mode directly targets applications such as the one designed for

this study.

In short, even when users opt-in to disabling battery optimizations for a specific

application (as was the case with the study application during setup), Doze mode

still prevents an application from waking a device from a sleep state to perform
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background operations more than once every 9 minutes. Devices enter a sleep state,

which is a very low-power state, only when users are not interacting with them. When

devices are not in a sleep state, background actions can happen more frequently. This

explain why, for example, a sampling period shorter than 9 minutes can be achieved

(see Table 6.5).

In newer versions of Android (Android 9 and above), another set of restrictions

are also imposed which further limit applications’ abilities to regularly perform back-

ground operations when users do not regularly interact with those applications. Infre-

quently used apps get placed into low-priority App Standby Buckets [106], allowing

the Android operating system to further limit those applications’ abilities to collect

data in the background at high frequencies. This explains why data sampling which is

intended to be slower than the 9-minute period limit imposed by Doze is still further

throttled to realize even slower e↵ective sampling rates.

The so-called “war on background processing” shows no signs of slowing, and re-

strictions are likely to become even more severe in the future, which has significant

implications for this type of research. Parties interested in performing high-frequency

background data collection on Android smartphones may be forced to resort to collect-

ing data using a paired smartwatch or other wearable device. Many of these devices

are designed for frequent, passive data collection, and the data which they collect

can still be accessed by a companion application running on a paired smartphone or

through a web interface (see, for example, Amazon’s Halo device [107]).

6.5 Conclusion

This chapter has described the deployment of the study (described in Chapter 4)

to the Prolific online recruitment platform. The participant recruitment procedure

was explained, and data was provided on the number of participants who entered,

withdrew from, and completed the study. An overview of the completed participants’

demographics was also provided, along with summaries of their self-reported measures

of mental health. Finally, a high-level overview of the amount of smartphone-collected

objective data was provided, along with a discussion of some of the challenges to

passive data collection on Android devices. The next chapter is the first of three

chapters which provide an analysis of participants’ objective smartphone-collected

data and detail the design of features which capture aspects of participants’ mental

health.



Chapter 7

Activity and Location-Based

Features

This chapter begins the analysis of the smartphone-collected data, in which features

were designed to detect mental health signals from each of the data streams collected.

This chapter focuses upon the the design and extraction of features derived from

participants’ activity recognition (described in Section 7.1) and GPS location data

(described in Section 7.2). The features presented in this chapter are a mix of novel

features and features which replicate prior work; replicated features will cite the prior

work in which they were first designed and presented.

7.1 Activity Recognition Data

7.1.1 Data Overview

Activity recognition data, provided by the Google Awareness API [84], detects and

categorizes which activity an individual is engaged in at the time of sampling. Activity

categories include running, walking, standing still, being in a vehicle, cycling, or an

unknown activity. The smartphone application was designed to sample this data at

a nominal rate of once every 5 minutes, but the sampling period achieved by the

application when deployed to some participants’ devices was, in e↵ect, much longer

(readers may refer back to Section 6.4.1 for a discussion on the discrepancy between

nominal and e↵ective sampling rates of the study smartphone application). Since

missing data presents a di�culty when attempting to infer any patterns in the data,

study participants with too few data points were excluded from analysis and feature

generation.

The minimum number of data points required for a subject to be included in

61
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analysis was set at half the number of data samples which would be expected if the

application sampled activity recognition data at the nominal rate. A sampling period

of 5 minutes over the 14-day study would yield 4,032 samples, and so participants

which had 2,016 or more activity recognition samples collected by the study applica-

tion were included in the analysis. Applying this threshold for inclusion resulted in a

subset of 83 participants for analysis (of 112 total participants).

7.1.2 Analysis and Feature Design

To gain an understanding of the amount of time spent in each activity state by

participants, the percentage of total activity recognition samples which detected each

activity recognition category were computed for each participant. For example, for a

specific participant, 0.5% of activity recognition samples detected that the participant

was in a vehicle, 0.1% of samples detected them on a bicycle, 3.0% of samples detected

them being on foot, 90.3% of samples detected them being still, and 6.1% of samples

detected an unknown activity.

Table 7.1 presents high-level summary statistics regarding these activity state per-

centages across participants. For each recognized activity state, the table lists the

mean percentage of activity recognition samples which fell into that category, the

minimum, the first, second, and third quartile, and the max (i.e., the fourth quar-

tile).

Activity
Percentage of Total Activity Recognition Samples

Mean (SD) Min. First Quartile Second Quartile Third Quartile Max.
In Vehicle 1.9 (1.9) 0.0 0.6 1.3 2.8 9.6
On Bicycle 0.1 (0.2) 0.0 0.0 0.1 0.1 1.0
On Foot 1.5 (1.3) 0.0 0.6 1.1 2.1 7.0
Still 91.3 (5.3) 75.0 89.5 92.0 95.0 99.4
Unknown 5.2 (4.0) 0.4 2.7 4.1 6.2 21.6

Table 7.1: Statistics on physical activity rates of study participants (n=83).

From the data shown in Table 7.1, it is clear that study participants’ devices

are mostly still and not moving. On average, 91.3% of activity recognition samples

detected individuals’ devices as being still, with 1.9% of samples detecting devices

as being in a vehicle, 0.1% of samples detecting devices as being on a bicycle, 1.5%

of samples detecting devices as being on foot, with a final 5.2% of samples detecting

an unknown activity. We intentionally refer to the activity recognition samples as

detecting the activities of devices — and not individuals — as it is possible that

individuals could be engaging in physical activities without having their device on

their person (in which case the activity recognition samples would detect a “Still”

activity).
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Activity Rate Feature

Given that fatigue and low energy are defining characteristics of depression [17], a

feature which provides some measure or indication of an individual’s activity levels is

likely to be (negatively) correlated with depressive symptoms. While neither general-

ized anxiety nor social anxiety are characterized directly by low physical activity, low

activity might indicate that an individual is avoiding interaction with others, which

can be indicative of social anxiety [17]. For these reasons, the activity recognition

data is used to build a feature which quantifies physical activity.

The activity recognition data provides a quantification of individuals’ physical

activity across five classes of activities. To create a single, univariate metric of physical

activity, the Activity Rate feature was created. The Activity Rate of a participant is

computed as the percentage of that individual’s activity recognition samples which

correspond to any activity class other than “Still” (i.e., In Vehicle, On Bicycle, On

Foot, or Unknown):

Activity Rate =
|ARactivity!=Still|

|AR| ⇥ 100% (7.1)

where AR represents the set of activity recognition samples belonging to a partic-

ipant.

Summary of Measured Feature Values

Table 7.2 provides descriptive statistics on the distribution of feature values com-

puted for the sample of the 83 participants with su�cient activity recognition data.

Participants were, on average, in an active state for 8.7% of the time throughout the

study. The minimum activity rate achieved by any participant was 0.6%, and the

maximum activity rate achieved by any participant was 25.0%.

Feature
Descriptive Statistics

Mean (SD) Min. First Quartile Second Quartile Third Quartile Max.

Activity Rate 8.7 (5.3) 0.6 5.0 8.0 10.5 25.0

Table 7.2: Descriptive statistics of the Activity Rate feature (n = 83 participants).

7.1.3 Correlations with Mental Health Measures

To understand how this feature captures aspects of mental health, Pearson corre-

lations were computed between participants’ Activity Rate feature and their four
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self-report measures of mental health. The correlations are shown in Table 7.3. Ac-

tivity Rate was most strongly correlated with depression, as measured by the PHQ-8

(r = -0.26, P = 0.02).

Feature
Correlations with Mental Health Measures: r (P)

LSAS GAD-7 PHQ-8 SDS

Activity Rate -0.24 (0.03) -0.07 (0.53) -0.26 (0.02) -0.15 (0.17)

Table 7.3: Correlations between the Activity Rate feature and mental health measures (n = 83
participants).

7.1.4 Discussion

Aligning with our hypothesis, a higher Activity Rate is associated with lower symp-

toms of depression (r = -0.26, P = 0.02). Activity Rate is also negatively correlated

with symptoms of social anxiety (r = -0.24, P = 0.03), which suggests that the ac-

tivity rate feature may be capturing some degree of avoidance behavior. Correlations

with symptoms of generalized anxiety are, by contrast, much weaker (r = -0.07, P =

0.53). This is unsurprising given that avoidance behavior is much more a hallmark

characteristic of social anxiety than it is of generalized anxiety. Finally, Activity Rate

is also negatively correlated with general impairment as measured by the SDS (r =

-0.15, P = 0.17).

7.2 Location Data

7.2.1 Data Overview

The location of participants was periodically measured in latitude and longitude by

their smartphone’s GPS sensor. This data was sampled by the smartphone appli-

cation at a nominal rate of once every 5 minutes, but the e↵ective sampling period

achieved by the application was, on aggregate, longer than this (the 75th percentile

of the average sampling periods of location data was 13.0 minutes). As with all data

streams, a threshold on the minimum number of samples per participant for inclu-

sion in analysis was set in order to handle missing data. This threshold is similar to

the threshold used in the analysis of all the periodically-sampled data; participants

are required to have half the nominal number of samples expected (2,016 samples).

Applying this threshold resulted in a sample size of 71 participants for analysis.
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7.2.2 Analysis and Feature Design

Two hypotheses drove the creation of features derived from location data. The first,

focusing upon depressive symptoms, is that individuals who experienced stronger de-

pressive symptoms would exhibit less activity as inferred from GPS location data,

than healthier individuals. This hypothesis is consistent with some of the diagnos-

tic criteria for depressive episodes. Namely, a loss of interest in activities, slower

movement, and a decrease in energy [17].

The second hypothesis, related to anxiety disorders, is that the avoidance behav-

ior associated with the disorders would also manifest itself in an observable way in

individuals’ history of locations visited over time. While this is less straight forward

to measure than physical activity, avoidance of certain situations may be measured

by proxy. Consider, for example, individuals which leave the home very infrequently,

or those who do leave the home but only travel to the same few number of locations.

This less dynamic activity could serve as a proxy measure for avoidance behavior,

whether it be avoidance of locations which are likely to place the individual under

the scrutiny of others (in the case of social anxiety), or avoidance of locations which

are more general triggers for anxiety (in the case of generalized anxiety disorder).

With these two general hypotheses in mind, the engineering of features derived

from participants’ GPS location data will now be presented. The first eight features

presented were all designed and first described by Saeb et al in [44]. Two novel

features described at the end of this subsection, Exits from the Home and Home Stay

Entropy, take inspiration from that work.

Location Variance Feature

The Location Variance feature acts as one measure of the range over which partic-

ipants travel. This feature was developed by Saeb et al. in [44], and is computed

as the logarithm of the sum of the variances in latitude and longitude of the GPS

location samples:

Location Variance = log(�2
lat + �

2
lon) (7.2)

where �
2
lat and �

2
lat are the variance of the latitude and longitude of participants’

location samples, respectively.

Number of Locations Feature

The Number of Locations feature is intended to count the number of unique areas

visited by participants. Given the large number of GPS location samples captured,
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and the fact that GPS location can vary slightly even when an individual has not

moved, locations must be counted using a technique which groups closely-spaced GPS

location samples together and considers them as corresponding to the same location.

In order to estimate the number of locations visited from GPS location data, lo-

cation data was first processed to identify stationary points. A stationary point is

defined as one in which a subject has travelled at a speed less than 1 km/h relative to

the last recorded location point in time (assuming direct-line travel). This stationary

location data was then processed using a clustering approach [108], to group closely-

located readings into distinct locations visited by the subject. The specific clustering

algorithm used is called DBSCAN [109], parameterized with an epsilon value of 150

meters and a minimum samples value of 2. The Number of Locations Visited fea-

ture is then simply the number of clusters produced when clustering a participant’s

stationary GPS location data:

Number of Locations = |clusters(SGPS)| (7.3)

where SGPS refers to a participant’s stationary GPS location data.

Figure 7.1 provides an illustration of one participant’s location data. The left-most

plot shows all location data samples collected, while the right-most plot shows only

stationary samples, color-coded by their cluster. In total, 13 location clusters were

identified in this instance. Please note that the axes of the plots are intentionally

unmarked in order to preserve participant privacy. Also note that many closely-

located samples appear as a single point in the plots in order to produce a more

easy-to-read figure.

This feature has also been adopted from the prior work by Saeb et al in [44],

which referred to this feature as Number of Clusters. It must be noted, however, that

Saeb’s work used the K-means clustering algorithm, and not the DBSCAN clustering

algorithm. DBSCAN was chosen as an alternative because K-means operates by

computing the Euclidean distance between the data to be clustered, which does not

accurately measure the distance between two pairs of locations when represented

as latitude and longitude (latitude and longitude represent angles, and the distance

between two points on the surface of a sphere is not equal to the Euclidean distance

between the angles themselves). Instead, the DBSCAN algorithm was chosen and

used along with a Haversine (also known as great-circle) distance metric [110], which

measures the distance between GPS locations as expected.
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Figure 7.1: A study participant’s raw and clustered location data.

Location Entropy Feature

The Location Entropy feature is intended to act as a measure of the variability of times

spent at the di↵erent locations visited by participants. This feature was developed

by Saeb et al in [44], and draws upon the concept of entropy from information theory.

The location entropy feature is computed as

Location Entropy = �
X

i

pi ln pi (7.4)

where pi is the percentage of time spent by the participant at a location i.

This feature achieves a maximum value when an equal amount of time is spent at

each location, and achieves lower values when time is split unevenly between locations.

In this sense, an individual which spends the majority of their time at their home

would have a relatively low Location Entropy, while an individual which spends their

time split more evenly between many locations would have a higher Location Entropy.

Normalized Location Entropy Feature

The Location Entropy feature, as defined above, can achieve a maximum value of

logN , where N is the number of locations visited by the individual, and therefore the

value of this feature is influenced by the number of locations visited by an individual.
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In order to break this dependence, the Normalized Location Entropy is defined as

Normalized Location Entropy = Location Entropy/ logN (7.5)

were N is the number of locations visited by the participant. This feature was

developed by Saeb et al in [44].

Home Stay Feature

The Home Stay feature measures the fraction of timethat participants spend at home.

It was developed by Saeb et al in [44], and is computed as the ratio of the number

of location samples which fall in the participant’s home location cluster to the total

number of location samples collected.

Home Stay =
|CGPScluster=Home|

|GPS| (7.6)

where CGPS refers to the set of participant’s clustered GPS location samples, and

GPS refers to the participant’s set of (unclustered) GPS location samples.

A participant’s home location cluster is inferred to be the cluster which is most

visited (i.e., has the largest number of location samples assigned to it) between the

hours of 12 AM and 6 AM.

Circadian Movement Feature

The Circadian Movement feature measures the degree to which a participant’s pat-

tern of travel to di↵erent locations follows a repeating, 24-hour rhythm. This fea-

ture was developed by Saeb et al in [44]. Conceptually, an individual which visits

the same locations at the same times every day would have high Circadian Move-

ment. Mathematically, this is measured by using a form of spectral analysis called

the Lombe-Scargle method [111], which is a technique that can be used to estimate

the frequency spectrum of a signal. The Lombe-Scargle method is preferable to the

more commonly-used Fourier analysis [112] in this setting since it easily handles miss-

ing data and data which is not sampled with perfect periodicity (i.e., di↵erent length

of time between samples), both of which are true for the data collected in this work.

The Lombe-Scargle method was used to estimate the power spectral density (PSD)

of the GPS location data, by first computing the PSD of the longitude and latitude

data independently. Using each PSD, the power of the signals which fell between the

frequency bins corresponding to a period of 24± 0.5 hours was measured:
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P =
1.18⇥ 10�5 HzX

i=1.13⇥ 10�5 Hz

PSD(fi)

where the frequencies of 1.13⇥ 10�5Hz and 1.18⇥ 10�5Hz correspond to periods

of 24.5 Hours and 23.5 Hours, respectively.

Power was measured across these frequency bins in order to assess the spectral

content of the signal near to having a frequency of once per day, with some leeway

to account for small variability in daily schedules. The Circadian Movement feature

was then computed as:

Circadian Movement = log(Plat + Plon) (7.7)

where Plat and Plon refer to the power of the latitude and longitude signals con-

tained within the frequency bins corresponding to the periods of 24 ± 0.5 hours,

respectively.

Transition Time Feature

The Transition Time Feature is a measure of the amount of time which individuals

spend moving between di↵erent locations. This feature was developed by Saeb et

al in [44], and is computed as the ratio of the number location samples which were

non-stationary to the total number of location samples:

Transition Time =
|GPS|� |SGPS|

|GPS| (7.8)

where |GPS| is the set of GPS location samples collected from a participant and

SGPS is the subset of stationary GPS location samples collected from participant. A

location sample is deemed stationary if the time derivative of the distance to the last

recorded sample is less than 1km/h (assuming direct-line travel).

Total Distance Feature

The Total Distance feature is a measure of the distance travelled by an individual.

This feature was developed by Saeb et al in [44], and is computed as the sum of

distances, measured in kilometres, between contiguous location samples:

Total Distance =
X

i ✏ GPS

distance(i, i+ 1) (7.9)

where GPS is the set of GPS location samples collected from a participant, and i
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is the i
th sample in the set.

Exits from the Home Feature

The Exits from the Home feature is a proxy measure of participants’ activity and

social engagement. The feature counts the number of times that a participant left

their home. It is computed by counting the number of transitions over time from the

home location to any other location cluster:

Exits from the Home =
X

i ✏ CGPS

Exit(i, i+ 1) (7.10)

where CGPS is the subset of clustered GPS location samples collected from a partic-

ipant and Exit(a, b) is a function that evaluates to 1 if a GPS location point a was

assigned to the home cluster and GPS location point b was not:

Exit(a, b) =

8
<

:
1 if cluster(a) = Home & cluster(B)! = Home

0 otherwise

This feature is similar to the Home Stay feature, which measures the amount

of time spent at home, but was designed to provide some additional insight into

avoidance behavior beyond what the Home Stay feature might capture. Consider,

for example, two individuals (Individuals “A” and “B”) which both spend 80% of

their time at home. Individual A may choose to leave the home very infrequently,

by performing all their necessary errands in one day, after which they are free to

continue to self-isolate for a number of days by not leaving the home. Individual B,

however, may be less averse to leaving the home and does not “batch” their errands

in this manner, leaving the home more frequently to perform their errands whenever

necessary. In this example, both individuals would have equivalent Home Stays, but

di↵erent Exits from the Home.

Home Stay Entropy Feature

The Home Stay Entropy Feature is a measure of the variability in the length of times

spent at home. To compute this feature, a histogram of the times spent at home

is created, binning these durations into 336 bins, each one hour wide, in order to

represent durations in the range from 1 hour to 336 hours (i.e., the total duration of

the 14-day study). Home stay entropy is then computed as

Home Stay Entropy =
335X

i=0

pi log pi (7.11)
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where pi is equal to the number of times spent at home with a duration in the

range of (i, i + 1] hours divided by the total number of times the individual was at

home.

This feature is minimized when all times at home are of an equal duration, and

therefore higher values of this feature indicate more variance in individual home

stay durations. Note that no normalization of this feature is necessary since we

are computing the entropy of a distribution over time, in contrast with the Location

Entropy feature, where entropy of a distribution over locations was being computed.

All participants remain in the study for the same duration of time, but do not visit

the same number of locations.

Summary of Measured Feature Values

Summary statistics describing the distribution of participants’ feature values are pro-

vided in Table 7.4. Inspection of the Number of Locations feature reveals that, on

average, participants visited 15.2 di↵erent locations over the duration of the study.

The mean value of the Home Stay feature indicates that, on average, participants

remained at home 70% of the time. Shifting attention to the Transition Time fea-

ture, participants spent, on average, 10% of the time moving between locations. The

average Total Distance travelled by participants was 678 km. Finally, the average

number of Exits from the Home was 15, indicating that participants left the home

roughly once per day.

Feature Mean (SD) Min.
First
Quartile

Second
Quartile

Third
Quartile

Max.

Location Variance -6.3 (4.5) -19.5 -8.3 -6.5 -4.2 5.9
Number of Locations 15.2 (9.9) 1.0 8.0 13.0 20.5 50.0
Location Entropy 0.7 (0.4) 0.0 0.5 0.7 1.0 2.0
Normalized Location Entropy 0.3 (0.2) 0.0 0.2 0.3 0.3 0.8
Home Stay 0.7 (0.2) 0.3 0.6 0.7 0.8 1.0
Circadian Movement 4.3 (2.0) -2.7 3.3 4.6 5.8 6.8
Transition Time 0.1 (0.0) 0.0 0.0 0.1 0.1 0.3
Total Distance 677.8 (994.8) 5.6 153.0 332.7 888.0 6944.5
Exits from Home 15.0 (6.9) 1.0 11.0 14.0 18.5 34.0
Home Stay Entropy 2.0 (0.5) 0.0 1.9 2.1 2.4 2.7

Table 7.4: Summary statistics describing participants’ location features (n=71).

7.2.3 Correlations with Mental Health Measures

To understand how well these features actually captured any symptoms of anxiety,

depression, or overall poor mental health, correlations between all features and all
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self-report measures were computed. Table 7.5 shows the results of this correlation

analysis.

Feature
Correlations with Mental Health Measures: r (P)
LSAS GAD-7 PHQ-8 SDS

Location Variance -0.04 (0.728) -0.05 (0.669) -0.24 (0.042) -0.30 (0.011)
Number of Locations -0.24 (0.046) -0.26 (0.026) -0.30 (0.010) -0.28 (0.017)
Location Entropy -0.09 (0.471) -0.05 (0.674) -0.24 (0.048) -0.20 (0.087)
Normalized Location Entropy -0.05 (0.676) 0.05 (0.650) -0.15 (0.222) -0.09 (0.449)
Home Stay 0.12 (0.320) 0.00 (0.972) 0.19 (0.113) 0.22 (0.067)
Circadian Movement 0.09 (0.479) 0.09 (0.467) 0.04 (0.759) 0.08 (0.511)
Transition Time -0.27 (0.024) -0.30 (0.012) -0.34 (0.004) -0.33 (0.005)
Total Distance 0.06 (0.622) 0.04 (0.748) -0.09 (0.441) -0.22 (0.071)
Exits from Home -0.25 (0.036) -0.31 (0.009) -0.29 (0.014) -0.20 (0.087)
Home Stay Entropy -0.25 (0.036) -0.26 (0.031) -0.31 (0.008) -0.21 (0.083)

Table 7.5: Correlations between location-derived features and mental health measures (n=71).

The Location Variance feature was significantly correlated (at a 5% significance

level) with PHQ-8 scores (r = -0.24, P = 0.04) and SDS scores (r = -0.30, P =

0.01). This negative correlation indicates that individuals with more variance in their

locations had lower self-reported symptoms of depression and functional impairment,

a result which is in line with our hypotheses. Similarly, the Number of Locations

feature had significant correlations with the GAD-7 (r = -0.26, P = 0.03), the PHQ-8

(r = -0.30, P = 0.01), and the SDS (r = -0.28, P = 0.02). Transition Time had

significant, negative correlations with the LSAS (r = -0.27, P = 0.02), GAD-7 (r =

-0.30, P = 0.01), PHQ-8 (r = -0.34, P = 0.01), and the SDS (r = -0.33, P = 0.01).

The Exits from the Home feature had significant negative correlations with the LSAS

(r = -0.25, P = 0.04), GAD-7 (r = -0.31, P = 0.01), and PHQ-8 (r = -0.29, P =

0.01). Similarly, the Home Stay Entropy feature had significant negative correlations

with the LSAS (r = -0.25, P = 0.04), GAD-7 (r = -0.26, P = 0.03), and PHQ-8 (r =

-0.31, P = 0.01).

7.2.4 Discussion

Key Findings

The Number of Locations feature, when compared to the Location Variance feature,

additionally has a significant correlation with the GAD-7 and a near-significant cor-

relation with the LSAS. This may indicate that the Number of Locations feature not

only captures physical activity, but some degree of social avoidance, or more accu-

rately, a lack of social avoidance. While no distinction is made between locations,

and we therefore do not know if individuals are visiting locations which are social or

otherwise likely to trigger anxiety, it may be enough to know the number of locations
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visited to gain some insight into the degree of avoidance behavior, or lack thereof.

The Home Stay feature, which is a measure of the time spent at home, failed to

have significant correlations with mental health measures, while the Exits from Home

feature did. As was mentioned in the motivating example behind the Exits from the

Home feature, knowledge of how many times individuals left the home, and not just

how much time they spend at home, may o↵er enhanced insight into mental state.

A general finding that is worthy of emphasis here is that four of the location-

based features (Number of Locations, Transition Time, Exits from the Home, and

Home Stay Entropy) had significant correlations with measures of anxiety in addition

to significant correlations with measures of depression. The link between energy,

movement, and activity and depression is quite clear and prominent, considering

that it appears directly in the diagnostic criteria for depression. That location-based

features have the ability to quantify these characteristics and therefore correlate with

a measure of depression is perhaps not surprising. That these features additionally

capture some degree of anxious symptomatology is more surprising, especially since

the Number of Locations feature and the Transition Time feature were both originally

designed in a study solely focused on depression.

Comparison with Prior Work

Considering that the first nine of eleven features described in this section were all

adopted from the previous work in [44], it may be illuminating to compare and con-

trast how well these features correlate with participants’ self-reported measures of

depression in the two studies. We are also able to compare to Saeb’s own replication

study [55], which sought to replicate the original results on a new data set.

Table 7.6 presents the correlations (Pearson r) between location features and self-

reported symptoms of depression. Note that both Saeb studies measured depression

using the 9-item PHQ-9 questionnaire, while this work used the reduced 8-item PHQ-

8 questionnaire (which lacks the final question assessing suicidality and self-harm).

Also note that the three studies have di↵erent sample sizes: 18, 48, and 71 partici-

pants, respectively. P-values are absent from the results of the Saeb 2016 study; 95%

confidence intervals were reported instead.

A general trend when comparing these results is that, in all but two cases, the

correlations all share the same directionality. There are two outliers to this trend.

The first is that this work measures a insignificant, positive correlation between Cir-

cadian Movement and PHQ-8 scores, while both prior works found a strong negative

correlation with PHQ-9 scores. The second is the Transition Time feature in the orig-

inal 2015 study, which had a positive correlation with PHQ-9 scores, while a negative
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Feature
Correlation with PHQ-9/PHQ-8: r (P)
Saeb 2015
(n = 18)

Saeb 2016
(n = 48)

This Work
(n = 71)

Location Variance -0.58 (0.01) -0.43 ± 0.007 -0.24 (0.04)
Number of Locations -0.09 (0.73) -0.44 ± 0.004 -0.30 (0.01)
Location Entropy -0.42 (0.08) -0.46 ± 0.005 -0.24 (0.05)
Normalized Location Entropy -0.58 (0.01) -0.44 ± 0.005 -0.15 (0.22)
Home Stay 0.49 (0.04) 0.43 ± 0.005 0.19 (0.11)
Circadian Movement -0.63 (0.01) -0.48 ± 0.006 0.04 (0.76)
Transition Time 0.21 (0.40) -0.32 ± 0.005 -0.34 (0.01)
Total Distance -0.08 (0.77) -0.18 ± 0.006 -0.09 (0.44)

Table 7.6: Comparison of correlations between location-derived features and self-reported symptoms
of depression reported in this work and two prior works.

correlation was measured in both the 2016 study and this work.

A second general trend is that the strength of the correlations reported in this work

are, in almost all cases, weaker. The Location Entropy, Normalized Location Entropy,

Home Stay, and Circadian Movement features all had strong (|r| > 0.4), significant

correlations with PHQ-9 scores in both Saeb studies, but failed to be strong enough

to achieve significance (at a 5% significance level) in this work.

One key factor which may account for the weaker correlations is related to the

sample of participants in each of the studies. While it is unclear where participants

of the Saeb 2015 study lived (i.e., rural or urban areas), participants in the 2016 study

were all students at the same University. Contrast with this work, where participants

were recruited from all across Canada, from rural and urban areas. Furthermore, the

sample of participants in this work includes both students (35%) and non-students

(65%). The heterogeneity of this sample, especially with respect to area of residence,

is especially relevant for location-based analysis, since patterns of travel and activity

can vary significantly depending on the nature of the area in which one lives. The

relationship between some of these location-based features and depression may be

moderated by the nature of the location in which individuals live.

A final factor which may account for the observed di↵erences in e↵ect sizes between

our work and both Saeb studies is the sampling period at which GPS location data

was collected. The Saeb 2015 study asampled GPS location data with a period of 5

minutes, while the Saeb 2016 study consisted of data which was sampled with a period

of 10 minutes. In this work, the 75th percentile of average GPS location sampling

periods was 13.0 minutes. The reduced sampling rate in this subset of participants

could potentially account for some weakening of associations. Note that the data in

both Saeb studies was collected prior to 2015, at which point Android 6 was released,

which introduced Doze mode and the inability to perform precisely-timed background
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data collection (see Section 6.4.1 for a discussion of the challenges in post-Android 6

passive data collection).

7.3 Conclusion

This chapter has described the design of features derived from activity recognition

and GPS location data. The novel Activity Rate feature, extracted from activity

recognition data, was shown to be correlated with symptoms of social anxiety (r =

-0.24, P = -.03) and depression (r = -0.26, P = 0.02). A number of location-based

features described in prior work were investigated, replicating previous results which

found correlations between these features and symptoms of depression and, addition-

ally, it was shown that some of these features are also correlated with symptoms

of anxiety. Two novel location-based features —Exits from Home and Home Stay

Entropy —were also designed and shown to correlate with symptoms of anxiety and

depression. The next chapter describes the design of features derived from battery

charge, light sensor, and screen activity data.



Chapter 8

Battery, Light, and Screen-Based

Features

This chapter continues the analysis of the smartphone-collected data, in which fea-

tures are designed to capture mental health signals from each of the data streams

collected. This chapter focuses upon the design and extraction of features derived

from participants’ battery charge, light sensor, and screen activity data. The features

presented in this chapter are a mix of novel features and features which replicate prior

work; replicated features will cite the prior work in which they were first designed

and presented.

8.1 Battery Charge Data

8.1.1 Data Overview

The battery charge level of participants’ smartphones was nominally sampled by the

smartphone application every 5 minutes, but the e↵ective sampling period achieved

by the application was, on aggregate, longer than this (the 75th percentile of average

sampling periods of battery charge data was 7.5 minutes) As with all data streams, a

threshold on the minimum number of samples per participant for inclusion in analysis

was set in order to handle missing data. This threshold is identical to the threshold

used in the analysis of the Activity Recognition data; participants are required to have

at least half the nominal number of samples expected (2,016 samples). Applying this

threshold results in a sample size of 84 participants for analysis.

76
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8.1.2 Analysis and Feature Design

The trend of participants’ battery charge over time contains some characteristics of

potential interest. Firstly, it is clear when a device’s battery is charging or depleting,

by noting whether the charge follows an increasing or decreasing trajectory, respec-

tively. Furthermore, the number of times that a participant charges their device is

also evident by noting how many times the charge dips to a local minimum and then

begins to increase again. One can also gain some sense of the average charge level

of the device. Figure 8.1 provides a visualization of one participant’s battery charge

data where all these characteristics are visible.

All of these pieces of information may potentially give some insight into aspects of

an individual’s mental health. The key hypothesis that drove the creation of features

derived from battery charge data was that anxious individuals may be less willing to

let their device charge dip too low. Anxious individuals may have a tendency to avoid

the risk of being without a usable smartphone. This seems plausible when viewed

through the lens of the psychological construct known as intolerance of uncertainty.

Intolerance of uncertainty represents an individual’s negative emotional response to

situations where outcomes are uncertain [113], and intolerance of uncertainty has

been suggested as a risk factor for the development of anxiety disorders [114].

It is possible that anxious individuals could view the situation of having a depleted

smartphone battery as highly uncertain, since they could miss important calls or

messages, or be unable to get help in the case of an emergency. In this sense, anxious

individuals may be averse to letting their smartphone’s battery charge dip too low

and would be more vigilant in charging it. Three features were extracted from battery

charge data which all attempt to quantify this behavior.

Average Charge Feature

The Average Charge feature is intended to give a rough, aggregate measure of the

charge level of a participant’s smartphone over the duration of the study. A higher

Average Charge may indicate that a participant is more concerned about low battery

charge. Average Charge is computed simply as the average of all battery charge

samples:

Average Charge = mean(BC) (8.1)

where BC is the set of battery charge samples collected from a participant.
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Number of Charges Feature

The Number of Charges feature measures how many times a participant charged their

device over the duration of the study. More frequent charging of a device might again

indicate that an individual is more concerned about low battery charge. This feature

is computed by counting the number of local minima contained within a participant’s

battery charge data over time:

Number of Charges = |local minima(BC)| (8.2)

where BC is the set of battery charge samples collected from a participant.

Average Minimum Charge Feature

The Average Minimum Charge feature measures how low, on average, the battery

charge level of the device dropped each time the participant began to charge the

device. An individual with a high Average Minimum Charge may be more worried

about low battery charge, and charge their phone earlier than other, less worried

individuals, do. This feature is computed as the average battery charge level at the

local minima identified when computing the Number of Charges feature.

Average Minimum Charge = mean(local minima(BC)) (8.3)

where BC is the set of battery charge samples collected from a participant.

Summary of Measured Feature Values

Figure 8.1 provides a visualization of one participant’s battery charge data, with

the corresponding values of the Average Charge, Number of Charges, and Average

Minimum Charge features also annotated.

Summary statistics describing the distribution of participants’ feature values are

provided in Table 8.1. The mean Average Charge was 68%. The mean Number of

Charges was 32, indicating that participants charged their device roughly twice a day

over the 14-day study. Participants waited until their devices hit a low charge level

of 59%, on average, before re-charging their devices.

8.1.3 Correlations with Mental Health Measures

To understand how well these features actually captured any symptoms of anxiety,

depression, or overall poor mental health, correlations between all features and all

self-report measures were computed. Table 8.2 shows the results of this correlation
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Figure 8.1: A specific study participant’s battery charge data annotated with corresponding feature
values.

Feature Mean (SD) Min.
First
Quartile

Second
Quartile

Third
Quartile

Max.

Average Charge 68 (12) 35 61 69 77 99
Number of Charges 32 (18) 2 19 29 39 102
Average Minimum Charge 59 (18) 10 49 59 73 91

Table 8.1: Summary statistics describing participants’ battery charge features (n = 84).

analysis. The Average Charge feature was essentially uncorrelated with any mental

health measure. The Number of Charges feature also had very low correlations (all

correlations less than or equal to 0.10). The Average Minimum Charge feature had

weak, positive correlations with all mental health measures. This could indicate

that individuals with worse mental health cannot tolerate low charge levels before

choosing to charge their phones, but the lack of any significant correlations (at a 0.05

significance level) makes this an uncertain claim.

Feature
Correlations with Mental Health Measures: r (P)

LSAS GAD-7 PHQ-8 SDS

Average Charge 0.00 (0.98) -0.06 (0.61) 0.04 (0.75) -0.01 (0.94)
Number of Charges 0.07 (0.50) 0.10 (0.35) 0.03 (0.80) 0.06 (0.58)
Average Minimum Charge 0.11 (0.32) 0.14 (0.19) 0.12 (0.29) 0.19 (0.08)

Table 8.2: Correlations between battery-derived features and mental health measures (n = 84).
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8.1.4 Discussion

One key limitation, and possible confounding e↵ect, could account for why these fea-

tures failed to have any significant correlations with mental health measures. Namely,

that di↵erent devices have di↵erent rates at which they lose their battery charge. For

example, a new device with a large, healthy battery can o↵er much more battery life

at a low charge than an older device with a smaller or worn-out battery. If the hy-

pothesis is that individuals cannot tolerate the risk of having their device lose charge,

a more appropriate battery feature would estimate the remaining device usage time

(given the charge level) at the time of charging, instead of the charge level itself.

8.2 Light Sensor Data

8.2.1 Data Overview

The illuminance of participants’ environments, as measured by their smartphone’s

light sensor, was nominally sampled by the smartphone application every 10 minutes,

but the e↵ective sampling period achieved by the application was, on aggregate, longer

than this (the 75th percentile of average sampling periods of light sensor data was

11.1 minutes). As with all data streams, a threshold on the minimum number of

samples per participant for inclusion in analysis was set in order to handle missing

data. This threshold is similar to the threshold used in the analysis of the Activity

Recognition data; participants are required to have at least half the nominal number

of samples expected (1,008 samples). Applying this threshold results in a sample size

of 83 participants for analysis.

8.2.2 Analysis and Feature Design

The hypothesis which drove the creation of features derived from light sensor data was

that depressed individuals would find themselves in environments which had distincly

di↵erent lighting conditions than healthy individuals. This is derived from two key

characteristics of depression: hypersomnia and troubled sleep [17]. Hypersomnia

might be accompanied by more time spent in dark environments, assuming that

individuals sleep in the dark. Troubled sleep might be accompanied by a slightly less

dark environment at night, since individuals which wake up in the middle of the night

might turn on the lights briefly to read, check their phone, or grab a drink of water,

for example.



8.2. LIGHT SENSOR DATA 81

Average Illuminance Feature

The Average Illuminance feature is intended to give a rough, aggregate measure of

the brightness of a participant’s environment over the duration of the study. Average

Illuminance is computed simply as the average of all light sensor samples:

Average Illuminance = mean(LS) (8.4)

where LS is the set of light sensor samples collected from a participant.

Weeknight Illuminance Feature

In order to build a proxy measure of sleep disturbance, the brightness of the environ-

ment during common sleep times is directly assessed here. TheWeeknight Illuminance

feature measures the average illuminance of a participant’s environment, during com-

mon hours of sleep on weeknights. This feature is restricted to weeknights only

since participants may have di↵erent sleep schedules on weekend evenings (especially

considering how many young participants exist within the sample). Weeknight Illu-

minance is computed simply as the average of the illuminance data points captured

on weeknights between the hours of 12:00 AM and 6:00 AM:

Weeknight Illuminance = mean(LSweeknight) (8.5)

where LSweeknight is the subset of light sensor samples collected from a participant

on weeknights between the hours of 12:00 AM and 6:00 AM.

Time in Darkness Feature

The Time in Darkness feature measures the proportion of time that a participant’s

device is in a dark environment. This feature is computed as the percentage of light

sensor data samples that measured an illuminance of less than 5 lux, a value which

corresponds to a dark environment.

Time in Darkness =
|LSill.<5 lux|

|LS| ⇥ 100% (8.6)

where LS is the set of light sensor samples collected from a participant.

Summary of Measured Feature Values

Figure 8.2 provides a visualization of one participant’s light sensor data, with the

corresponding values of the Average Illuminance, Average Weeknight Illuminance,

and Time in Darkness features also annotated.
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Figure 8.2: A specific study participant’s light sensor data annotated with corresponding feature
values.

Summary statistics describing the distribution of participants’ feature values are

provided in Table 8.3. The mean Average Illuminance was 74.4 lux. The mean

Average Weeknight Illuminance was much lower, as would be expected, at 6.5 lux.

The mean value of the Time in Darkness feature was 62.5%, which indicates that, on

average, participants’ devices measured a dark environment the majority of the time.

Feature Mean (SD) Min.
First
Quartile

Second
Quartile

Third
Quartile

Max.

Average Illuminance 74.4 (86.7) 2.9 27.5 49.5 85.0 625.8
Average Weeknight Illuminance 6.5 (16.4) 0.0 0.1 1.2 5.4 95.8
Time in Darkness 62.5 (14.1) 30.5 51.2 62.1 73.8 96.8

Table 8.3: Summary statistics describing participants’ light features (n = 83).

8.2.3 Correlations with Mental Health Measures

To understand how well these features actually captured any symptoms of anxiety,

depression, or overall poor mental health, correlations between all features and all

self-report measures were computed. Table 8.4 shows the results of this correlation

analysis. The Average Illuminance feature had weak, negative correlations with all

mental health measures. The Average Weeknight Illuminance had a weak, positive

correlation with GAD-7 scores (r=0.16, P=0.15). The Time in Darkness feature was

essentially uncorrelated with all mental health measures (r < 0.08 in all cases). No

measured correlations were statistically significant at a ↵ = 0.05 significance level.
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Feature
Correlations with Mental Health Measures: r (P)

LSAS GAD-7 PHQ-8 SDS

Average Illuminance -0.10 (0.38) -0.10 (0.38) -0.14 (0.22) -0.12 (0.28)
Average Weeknight Illuminance -0.06 (0.57) 0.16 (0.15) 0.02 (0.88) 0.04 (0.74)
Time in Darkness -0.02 (0.87) 0.05 (0.65) 0.07 (0.53) 0.05 (0.68)

Table 8.4: Correlations between light-derived features and mental health measures (n = 83).

8.2.4 Discussion

One key limitation may account for why these features failed to have any significant

correlations with mental health measures. Namely, that the illuminance readings

produced by smartphone light sensors do not always capture the lighting environment

that individuals find themselves in. Consider, for example, a device which has its

light sensor obscured by being in a pocket, in a bag, or by being placed face down

on a desk or table (light sensors are on the face of the device). Such a device will

necessarily produce illuminance values corresponding to a dark environment, while

the environment that the participant is in may be well-lit. Given this limitation,

conclusions regarding the associations between dark environments and mental health

cannot be drawn from this data alone.

8.3 Screen Activity Data

8.3.1 Data Overview

The state of participants’ smartphones screens (i.e., on or o↵) was not sampled period-

ically, but was instead recorded on an event-driven basis. Each time the smartphone

entered an interactive state, due to turning on the screen by pressing the power but-

ton, or receiving a notification, the study smartphone application recorded this as a

“screen on” event. Similarly, each time a smartphone entered an un-interactive state,

by turning the screen o↵ or by automatically entering a sleep state, the application

recording this as a “screen o↵” event.

As with all data streams, a threshold on the minimum number of samples per

participant for inclusion in analysis was set in order to handle missing data. As

opposed to the periodically-sampled data streams, the event-driven nature of this

data collection makes identifying missing data di�cult. Long periods of time with no

recorded screen state changes (e.g., a whole day or more) could correspond either to

a participant simply not interacting with their device, or to a loss of data (i.e., the

particular module of the study application which listens for this data was temporarily

killed by the operating system).
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A heuristic was used to identify and remove participants from analysis who were

likely to be missing screen activity data. Missing screen activity data would most

likely occur along with missing data in other streams, since suspension of one data-

collecting module of the study application will often be accompanied by the sus-

pension of the others. Therefore, a threshold was applied to the number of audio

recordings captured. Participants were required to have half the nominal number of

audio recordings expected (2,016 recordings). Applying this threshold results in a

sample size of 84 participants for analysis. Note this thresholding could have been

performed on the basis of data yields in other streams with little di↵erence to the

number of participants excluded, since thesholding on Activity Recognition, Battery,

Bigrams, or Light would all yield anywhere from 83-86 participants (the one out-

lier to this trend would be Location data, the thresholding of which yielded only 71

participants).

8.3.2 Analysis and Feature Design

To aid analysis, it is useful to visualize the screen activity data. One way to visualize

this data is to build a heatmap of a participant’s screen activity over time. Figure 8.3

shows one participant’s screen activity over time, where the percentage of the time

that the screen was active is plotted for each day and hour of the study. The intensity

of the color at each (day, hour) grid location corresponds to the percentage of time

that the screen was on during that hour and on that day of the study.

Inspection of this participants’ screen activity over time reveals some character-

istics of potential interest. Most prominently, it is clear that the smartphone is not

being used between the hours of midnight and 7 AM. At all other times, however,

the device sees consistent activity, hovering at what appears to be about 40% or so.

To direct the design of features which may o↵er insight into individuals’ levels of

anxiety and depression, let us draw upon some knowledge from the mental health

domain. Firstly, there is a known link between sleep and mental health, as was

discussed in the section on light-derived features (Section 8.2.2). Given that an in-

dividual which is using their phone cannot be asleep, screen activity data was used

to generate features which are proxy measures of sleep and sleep quality. Secondly,

there is evidence of an association between general smartphone use and poor mental

health. A study by Thomee et al. revealed that high mobile phone use was associ-

ated with symptoms of depression and also with sleep disturbances [115]. Compulsive

smartphone usage was also found to be associated with stress and symptoms of social

interaction anxiety in [116]. The features which follow were designed to capture and

quantify smartphone usage and sleep patterns.
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Figure 8.3: A specific study participant’s screen activity over time in the study.

Screen Turn-Ons Feature

The Screen Turn-Ons feature is intended to be one measure of smartphone usage. It

is simply a count of the number of times that the smartphone screen turned on:

Screen Turn-Ons = |SAstate=ON | (8.7)

where SA is the set of screen activity samples collected from a participant. This

feature is inspired by the Phone Usage Frequency feature designed by Saeb et al.

in [44].

Screen Usage Feature

The Screen Usage feature is another measure of smartphone usage. It is computed

as the fraction of time that the screen was on:

Screen Usage =
ton

ton + toff
(8.8)
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where ton and toff are equal to the duration of time during which a participant’s

screen was On and O↵, respectively. This feature is inspired by the Phone Usage

Duration feature designed by Saeb et al. in [44].

Screen Usage Entropy Feature

The Screen Usage Entropy feature is a measure in the variability of smartphone usage

across time. It is computed as the information-theoretical entropy of the distribution

of screen usage when computing screen usage per hour (i.e., the fraction of time that

the screen was on for each hour of the study).

Screen Usage Entropy =
14⇥24X

i=1

pi log pi (8.9)

where pi is the equal to the fraction of time that the screen was on during hour

i of the study, normalized by the sum total of all hourly screen usage fractions.

Figure 8.3 is a visualization of the (unnormalized) hourly screen usage values for one

study participant.

An individual with consistent screen usage across all hours would have a high

Screen Usage Entropy value, while an individual which only exhibits screen usage

at select hours would have a low Screen Usage Entropy value. It is for this reason

that the Screen Usage Entropy can be thought of as a measure of the variability of

smartphone usage across time.

Nighttime Screen Usage Feature

The Nighttime Screen Usage feature is intended to be one proxy measure of sleep

quality, by measuring the amount of screen activity during nighttime hours. It is

computed as the fraction of time that the screen was on between the hours of midnight

and 6 AM:

Screen Usage =
t
night
on

t
night
on + t

night
off

(8.10)

where tnighton and t
night
off are equal to the duration of time during which a participant’s

screen was On and O↵, respectively, between the hours of midnight and 6 AM.

Weeknight Screen Usage Feature

To account for the fact that some individuals may stay up later and be more active

during Friday and Saturday evenings, the Weeknight Screen Usage Feature is com-
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puted as the fraction of time that the screen was on between the hours of midnight

and 6AM on weeknights only:

Weeknight Screen Usage =
t
weeknight
on

t
weeknight
on + t

weeknight
off

(8.11)

where t
weeknight
on and t

weeknight
off are equal to the duration of time during which a

participant’s screen was On and O↵, respectively, between the hours of midnight and

6 AM on weeknights only.

Summary of Measured Feature Values

Summary statistics describing the distribution of participants’ feature values are pro-

vided in Table 8.5. Participants’ smartphones had their screen turn on an average

of 1224 times. Note that turn-on events need not be initiated by the user, and can

be triggered by receiving a notification, for example. Inspection of the Screen Usage

features reveals that participants’ smartphones were, on average, active 23% of the

time, and this activity rate drops to 13%, on average, when only considering night-

time and weeknights. There was little di↵erence in the distributions of the Nighttime

Screen Usage and Weeknight Screen Usage features, which indicates that excluding

Friday and Saturday evenings from the analysis, as was done in the case of Weeknight

Screen Usage, was unnecessary.

Feature Mean (SD) Min.
First
Quartile

Second
Quartile

Third
Quartile

Max.

Screen Turn-Ons 1224 (734) 128 772 1043 1600 3274
Screen Usage 0.23 (0.13) 0.02 0.12 0.21 0.29 0.60
Screen Usage Entropy 4.95 (0.44) 2.60 4.88 5.05 5.20 5.49
Nighttime Screen Usage 0.13 (0.15) 0 0.01 0.05 0.20 0.62
Weeknight Screen Usage 0.13 (0.16) 0 0.01 0.05 0.20 0.64

Table 8.5: Summary statistics describing participants’ screen activity-based features (n = 84).

8.3.3 Correlations with Mental Health Measures

To understand how well these features actually captured any symptoms of anxiety,

depression, or overall poor mental health, correlations between all features and all

self-report measures were computed. Table 8.6 shows the results of this correlation

analysis.

The Screen Turn-Ons and Screen Entropy features are essentially uncorrelated

with any of the four self-report measures of mental health. Screen Usage, Nighttime

Screen Usage, and Weeknight Screen Usage, were all positively correlated with all four
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Feature
Correlations with Mental Health Measures: r (P)

LSAS GAD-7 PHQ-8 SDS

Screen Turn-Ons 0.05 (0.65) 0.11 (0.33) 0.02 (0.83) -0.03 (0.77)
Screen Usage 0.16 (0.15) 0.11 (0.31) 0.15 (0.17) 0.27 (0.01)
Screen Usage Entropy 0.11 (0.33) 0.01 (0.90) -0.01 (0.96) 0.05 (0.68)
Nighttime Screen Usage 0.18 (0.10) 0.10 (0.38) 0.22 (0.04) 0.31 (0.01)
Weeknight Screen Usage 0.20 (0.07) 0.10 (0.37) 0.24 (0.03) 0.30 (0.01)

Table 8.6: Correlations between screen activity-derived features and mental health measures (n =
84).

mental health measures. This indicates that more smartphone usage was associated

with worse mental health. Screen Usage was most strongly correlated with general

impairment as measured by the SDS (r = 0.27, P = 0.01). The Nighttime Screen

Usage feature achieved slightly stronger correlations with the LSAS, PHQ-8, and SDS

than the general Screen Usage feature. The Nighttime and Weeknight Screen Usage

features had near-identical correlations with mental health measures, as would be

expected given that the features themselves are so closely related.

8.3.4 Discussion

The positive correlations between the Screen Usage Feature and all mental health

measures coincide with previous findings that drew a connection between smartphone

usage and poor mental health [115], [116]. Features which are comparable to the

Screen Turn-Ons and Screen Usage features have both appeared in the prior work

by Saeb [44]. In that study, a feature equivalent to Screen Turn-Ons was much more

strong correlated with PHQ-9 scores (r = 0.52, P = 0.015). The same study also

measured a much stronger correlation between smartphone usage and PHQ-9 scores

(r = 0.54, P=0.011). To speculate on these di↵erences, two distinctions between

the our studies can be made. Firstly, the Saeb study had a very small sample size

(21, as opposed to 84). Secondly, all participants in that study had PHQ-9 scores

below 15. Of the 84 participants included in this analysis, 15 participants (18%)

had a PHQ-8 score equal to or greater than 15. It may be that the relationship

between smartphone usage and depressive symptoms is stronger for individuals with

mild depressive symptoms. It may also be that the stronger correlations observed

in [44] are due to chance, attributable to the small sample size.
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8.4 Conclusion

This chapter has described the design of features derived from battery charge, light

sensor, and screen activity data. All features derived from battery charge and light

sensor data are novel designs, while the Screen Usage Entropy, Nighttime Screen

Usage, and Weeknight Screen Usage features are also novel.

Battery charge and light-based features failed to show significant (↵ = 0.05) cor-

relations with measures of social anxiety, generalized anxiety, depression, or func-

tional impairment. Screen activity-based features which quantified smartphone usage

showed moderate correlations with symptoms of depression and functional impair-

ment. The next chapter describes the design of features derived from audio recordings

of participants’ environments.



Chapter 9

Audio-Based Features

This chapter concludes the analysis of the smartphone-collected data, in which fea-

tures were designed to capture mental health signals from each of the data streams

collected. This chapter focuses upon the the design and extraction of features derived

from participants’ audio recordings, which yielded three constituent streams of data:

audio volume, bigram, and voice activity data. The features presented in this chapter

are a mix of novel features and features which replicate prior work; replicated features

will cite the prior work in which they were first designed and presented.

9.1 Audio Volume Data

9.1.1 Data Overview

Audio volume is one of three streams of data extracted from audio recordings of

participants’ environments. This data is a measure of the average volume of the 15-

second audio recordings of participants’ environments. This data was sampled with

a nominal sampling period of 5 minutes, but the e↵ective sampling period achieved

by the application was, on aggregate, longer than this (the 75th percentile of average

sampling periods of audio volume data was 6.4 minutes)

As with all data streams, a threshold on the minimum number of samples per

participant for inclusion in analysis was set in order to handle missing data. This

threshold is identical to the threshold used in the analysis of the Activity Recognition

data; participants are required to have at least half the nominal number of samples

expected (2,016 samples). Applying this threshold results in a sample size of 84

participants for analysis.

Preprocessing of the volume time series was performed before feature extraction to

account for missing data and to perform normalization. The audio volume time series

90
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of each participant were resampled to a period of 5 min, and missing samples were

imputed using linear interpolation between the two nearest samples. After resampling

and interpolation, volume samples were clipped at a ceiling and floor of 3 standard

deviations from the mean to remove outliers (using the mean and standard deviation

of each individual participant’s audio volume data set). Finally, the volume time

series were scaled linearly to ensure that all volume measurements were within the

range [0, 1].

9.1.2 Analysis and Feature Design

To begin, it is useful to view a sample illustration of this audio volume data. Figure 9.1

shows a visualization of 7 days of one participant’s audio volume data.

Figure 9.1: A specific study participant’s audio volume data over time (7 of 14 days).

Visualizations of the volume time series show distinct periods of activity (char-

acterized by large spikes in volume) and inactivity (characterized by quieter volume

with less variance). These periods coincide roughly with daytime and nighttime, re-

spectively. Two observations can be made about characteristics of this data which

will be used to direct feature design. Firstly, this pattern of activity and inactivity

is periodic and repeats daily. Secondly, the periods of apparent inactivity that are

visible in the volume time series appear to coincide with the times that most people

sleep. In an attempt to design features that are associated with and predictive of

depression and anxiety, the mental health literature was surveyed for empirical or

theoretical relationships between these characteristics and symptoms of anxiety and

depression. If there is a known or suspected link between these characteristics and
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depression or anxiety, then any features which quantify them may be useful for the

purpose of predicting those disorders.

Focusing upon the periodic nature of the audio volume data, a link between this

characteristic and participants’ mental health might be found in the concept of social

rhythms [117]. Social rhythm refers to the regularity in the pattern of social interac-

tions and general activities. In essence, the ability to build and maintain a schedule is

positive for mental health, and lower rhythmicity of daily life behaviors is associated

with anxiety [118] and depression [119]. The rhythmicity of the apparent pattern of

activity and inactivity in the audio volume data may act as a rough proxy measure

of social rhythm, and may therefore be predictive of anxiety and depression.

The second observed quality of the audio volume data is that the periods of time

with lower and less chaotic audio volume correspond roughly to sleep time. The

quality of the audio during nighttime might give some indication of sleep quality,

or of disturbances to sleep. Assessing sleep is a key area of focus for feature design

since there are known links between sleep and mental health. The prevalence of

mood disorders has been shown to be much higher in populations with chronic sleep

problems [120], and insomnia may be a state marker of anxiety disorders [121]. It

follows, therefore, that features which infer the quality of subjects’ sleep may be

associated with symptoms of anxiety and depression.

With an understanding of how both regularity in activity and sleep quality a↵ect

mental health, features were designed to quantify these phenomena.

Daily Similarity Feature

The Daily Similarity feature was designed to infer the consistency of the sequence of

participants’ daily activities, by taking the peaks and troughs of the audio volume

time series to represent periods of activity and inactivity, respectively. To quantify

this consistency or regularity, the autocorrelation function was computed for each

subject’s volume time series. This is a signal processing technique that computes

the correlation between a signal and a time-delayed copy of itself [122]. The auto-

correlation function of a signal is a time-dependent Pearson correlation coe�cient

of the signal and its copy for varying degrees of time lag between the two. As we

are interested in quantifying similarity across days, the value of the autocorrelation

function at a time lag of 24 hours is most relevant. The Daily Similarity feature is,

therefore, computed as the value of the autocorrelation function of the volume time

series evaluated at a lag time of 24 hours:

Daily Similarity = autocorr(AV, t24h) (9.1)
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where AV represents the set of audio volume samples belonging to a participant.

Figure 9.2 provides a visualization of the audio volume belonging to two partici-

pants with contrasting Daily Similarity. The less regular data, shown in Figure 9.2a,

yields a lower Daily Similarity than the more regular data, shown in Figure 9.2b.

(a) Audio Volume data with low corresponding Daily Similarity

(b) Audio Volume data with high corresponding Daily Similarity.

Figure 9.2: Audio volume data belonging to two participants with contrasting Daily Similarity.
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Sleep Disturbance Feature

The Sleep Disturbance feature was designed to be a measure of participants’ sleep

quality. To quantify sleep quality, the volume time series was examined, with periods

of quiet noted to be characterized by low variance in volume. Since noisy environments

are more di�cult to sleep in for most people, and a noisy environment might also

indicate that a participant is awake and active, the noisiness of the environment

during common hours of sleep can be considered a proxy measure of sleep quality.

To quantify noisiness of the environment, some aggregate measure of the volume of

the environment is necessary. While the absolute value of the volume is low at quiet

times, the threshold for what can be considered “quiet” is greatly dependent on the

specific microphone and phone placement. A noisy environment, however, seems to

always have a high variance in volume regardless of the mean volume. Variance was

therefore considered a more appropriate measure of the noisiness of the environment

than the mean of the volume. The Sleep Disturbance feature is computed as the

standard deviation of the audio volume data captured on all days between the hours

of 12:00 AM and 06:00 AM, local time:

Sleep Disturbance = stdev(AVnight) (9.2)

where AVnight represents the subset of audio volume samples collected from a

participant between the hours of 12:00 AM and 6:00 AM.

Weeknight Sleep Disturbance Feature

Since people’s patterns of sleep can vary between weeknights and weekends, especially

in younger individuals who tend to stay up later on the weekends, we compute a

second version of the Sleep Disturbance feature. The Weeknight Sleep Disturbance

feature is defined as the standard deviation of the audio volume data captured only

on weekdays (Sunday through Thursday) between the hours of 12:00 AM and 06:00

AM, local time:

Weeknight Sleep Disturbance = stdev(AVweeknight) (9.3)

where AVweeknight represents the subset of audio volume samples collected from a

participant between the hours of 12:00 AM and 6:00 AM on weeknights only.
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Summary of Measured Feature Values

Summary statistics describing the distribution of participants’ feature values are pro-

vided in Table 9.1. As these features are unitless measures without any physical

analog, it is challenging to provide some discussion or interpretation of their distribu-

tion. One observation which can be made is that values of the two Sleep Disturbance

features are distributed very similarly, as would be expected considering that they

are computed from overlapping data.

Feature Mean (SD) Min.
First
Quartile

Second
Quartile

Third
Quartile

Max.

Daily Similarity 0.80 (0.07) 0.45 0.77 0.83 0.85 0.90
Sleep Disturbance 0.14 (0.06) 0.03 0.10 0.13 0.17 0.32
Weeknight Sleep Disturbance 0.14 (0.06) 0.03 0.09 0.12 0.18 0.34

Table 9.1: Summary statistics describing participants’ audio volume-based features (n = 84).

9.1.3 Correlations with Mental Health Measures

To understand how well these features actually captured any symptoms of anxiety,

depression, or overall poor mental health, correlations between all features and all

self-report measures were computed. Table 9.2 shows the results of this correlation

analysis.

Feature
Correlations with Mental Health Measures: r (P)
LSAS GAD-7 PHQ-8 SDS

Daily Similarity -0.20 (0.07) -0.19 (0.09) -0.37 (< 0.001) -0.18 (0.10)
Sleep Disturbance 0.00 (0.99) 0.07 (0.52) 0.17 (0.13) 0.15 (0.17)
Weeknight Sleep Disturbance 0.05 (0.65) 0.12 (0.26) 0.23 (0.03) 0.18 (0.11)

Table 9.2: Correlations between audio volume-derived features and mental health measures (n =
84).

The Daily Similarity feature is negatively correlated with all 4 self-report measures,

which supports the hypothesis that regularity in daily activity is associated with more

positive mental health (i.e., lower scale scores). Daily Similarity was most strongly

correlated with depressive symptoms as measured by the PHQ-8 (r = -0.37, P <

0.001). The Sleep Disturbance feature was positively correlated with scores on the

GAD-7, PHQ-8, and SDS, which is in line with the hypothesis that better sleep quality

(i.e., less sleep disturbance) is associated with positive mental health. The strength

of the correlations are improved when only the weeknight audio is considered.
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9.1.4 Discussion

To our knowledge, no other studies have inferred daily patterns of activity and inac-

tivity solely from volume samples of ambient audio, which is captured by the Daily

Similarity feature, so direct comparisons of the Daily Similarity feature with other

known works are not possible. However, a feature called Circadian Movement, first

proposed by Saeb et al. [44], captures the degree to which the pattern of a subject’s

visits to di↵erent geolocations follows a 24-hour or circadian rhythm. The study

by Saeb et al. measured a significant negative correlation between Circadian Move-

ment and PHQ-9 scores (r = -0.63, P = 0.01, n = 18). Our ambient volume-based

measure of daily regularity in activity, called Daily Similarity, was also negatively

correlated with PHQ-8 scores (r = -0.37, P < 0.001, n = 84). This further supports

the hypothesis that regularity in daily activities is associated with lower severity of

depressive symptoms. It is interesting to consider that the same underlying signal

may be present in both GPS data and ambient audio data.

The association between sleep and mental health has been investigated in a number

of studies. Self-reported measures of sleep quality have been shown to be associated

with state anxiety [123], anxiety disorders [124], and depression [125], [126]. Sleep

duration has been measured objectively in mobile sensing studies and shown to have

a significant association with the severity of depressive symptoms [45], [47], [48].

Although sleep duration and sleep disturbance features are di↵erent measures and as

such cannot be directly compared, these studies support our results in demonstrating

a general association between sleep and depression.

9.2 Bigram Data

9.2.1 Data Overview

The 15-second audio recordings captured by the study smartphone application (cap-

tured once every 5 minutes) were processed with Automatic Speech Recognition soft-

ware to detect spoken words in participants’ environments. These detected words were

stored as bigrams, that is, as pairs of words consisting of one word in the transcript

of the audio recording and the next word immediately following it. For example, the

transcript “what did you eat today” would yield the following sequence of bigrams:

(what did), (did you), (you eat), (today hEMPTYi).
Detected words were stored as bigrams, and not unigrams (single words), as we

wished to have the ability to detect modification of salient words (e.g., “not happy”

vs “very happy”). Since it was required that words be stored in randomized order



9.2. BIGRAM DATA 97

to prevent recreation of the transcripts, storing words as simple unigrams would not

allow this. It must be made clear, however, that all analysis and feature extraction

which follows only operates upon unigrams; bigrams were converted to unigrams by

dropping the second word in bigram pair. Initial experimentation with bigram-based

analysis was conducted but failed to achieve success beyond what was achieved in the

unigram-based analysis which follows, and as a result the decision to forgo in-depth

bigram-based analysis was made in order to focus e↵orts elsewhere.

Prior to the analysis of participants’ unigram data, a threshold for su�cient data

was set on the basis of the number of words detected within participants’ audio record-

ings. Participants were included in the analysis if the total number of words detected

in their ambient audio recordings was greater than a minimum of 769 words. As will

be explained in the subsections which follow, a dictionary-based semantic analysis

tool (LIWC) was used to analyze the semantic content of participants’ unigram data.

This minimum threshold was determined by noting that this semantic analysis tool

was built from a corpus of words, and that the least frequently observed word cate-

gory in the corpus (the sexual words category) had a mean frequency of 0.13% [127].

This implies that, on average, 1 in 769 words in the corpus fell within this category.

Assuming that the word data collected from participants are similarly distributed,

we would require an expected value of 769 words to detect one word in this category;

hence, 769 words was the minimum threshold.

The application of this threshold for inclusion in analysis resulted in a sample

of 86 participants. Within the 86-participant sample, the mean number of audio

recordings captured was 3647 (SD 802), and the mean number of recordings that

contained speech was 579 (SD 257). On average, 16% of recorded ambient audio

contained intelligible speech. This low percentage is reasonable given that recordings

were performed throughout all hours of the day. The average number of detected

environmental words per participant was 4379 (SD 2625). While the original tran-

scripts were destroyed after generation, the total number of recordings that contained

detected speech was recorded for each participant. For recordings which were found

to contain speech, the mean number of detected words was 7.4. This seems reasonable

given that the audio recordings were 15 seconds long. All summary statistics for the

total number of recordings captured, number of recordings found to contain speech,

total detected words, and average word length of the transcripts, all on a per-subject

basis, are presented in Table 9.3.



98 CHAPTER 9. AUDIO-BASED FEATURES

Statistic Mean (SD) Min.
First
Quartile

Second
Quartile

Third
Quartile

Max.

Total Recordings Captured 3646 (802) 330 3764 3908 4001 4271
Recordings containing speech 579 (257) 91 391 574 740725 1288
Total detected words 4379 (2625) 841 2470 3842 5720 14882
Average number of
words in recordings
with speech detected

7.4 (2.01) 3.7 6.2 6.8 8.0 15.5

Table 9.3: Summary statistics for word counts of the transcripts of environmental audio recordings,
per subject (n=86)

9.2.2 Analysis

A software tool, Linguistic Inquiry and Word Count (LIWC; version 2015) was used

to analyze participants’ words along a number of linguistic and psychological dimen-

sions [128]. LIWC is a tool which was developed to categorize words according to both

their linguistic function (i.e., which part of speech a word is functioning as a noun,

adverb, etc) and according to the words’ meanings with respect to psychologically-

relevant concepts such as emotions, social concerns, and other constructs. Some of

these categories are organized hierarchically, for example, the a↵ect category con-

tains the subcategories of positive and negative emotion, and the negative emotion

category is further broken down into anxiety, sadness, and anger. Examples of these

psychological categories, and some of the words within, are given in Table 9.4.

Category Example words

Personal pronouns I, them, her
Common verbs eat, come, carry
Positive emotion love, nice, sweet
Social Processes mate, talk, they
Death bury, co�n, kill

Table 9.4: Sample of Linguistic Inquiry and Word Count word categories.

Participants’ environmental words were analyzed using all possible LIWC cate-

gories except summary dimensions, punctuation marks, and informal language. This

resulted in 67 total categories that were tested, including the top-level categories of

function words (i.e., parts of speech), other grammar (i.e., more parts of speech),

a↵ect, social, cognitive processes, perceptual processes, biological processes, drives,

time orientation, relativity, and personal concerns. For each category, LIWC returns

the percentage of total words analyzed which were found to belong to that specific

category.
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9.2.3 Feature Design

Since the LIWC categories were built with the intent to capture and count the pres-

ence of psychologically-relevant words, word counts across these di↵erent categories of

words may o↵er insight into participants’ mental health. For example, usage rates of

positive emotion and negative emotion words, which are both word categories counted

by LIWC, are of obvious interest. Therefore, the word detection rates in each of the

67 word analysis categories used in LIWC are each used as features to infer partici-

pants’ mental health state. As such, 67 features are extracted from each participant’s

unigram data.

To understand how well these features capture aspects of mental health, Pearson

correlations were computed between these features and each of the four self-report

measures of mental health. Due to the large number of features, we wish to concisely

highlight potentially interesting associations from the large number of correlations

measured; therefore, only correlations with an associated P value less than .05 are

presented. However, due to the large number of comparisons being performed (4

scales × 67 word categories = 268 comparisons), we considered a result statistically

significant at a Bonferroni-corrected significance level of ↵=.0002. This is to done to

counter the increase in false discoveries associated with performing multiple compar-

isons [129].

9.2.4 Correlations with Mental Health Measures

Table 9.5 presents the correlations between word counts of the LIWC word categories

and each of the 4 self-report measures (LSAS, GAD-7, PHQ-8, and SDS) whose P

values were less than .05. Please note that all tested correlations are presented in

Table E.1 within Appendix E.

Of the correlations presented in Table 9.5, only the correlation between the death

category and PHQ-8 scores was statistically significant at a Bonferroni-corrected sig-

nificance level of ↵=.0002. This positive correlation shows that higher rates of death-

related words detected in the environment are associated with stronger self-reported

symptoms of depression.

Interestingly, the rates of words detected in the positive emotion and negative

emotion categories were both measured as having very low associations with all self-

report measures, with the absolute value of the Pearson r measured under 0.2 in

all cases. The rates of words detected in the negative emotion category were most

strongly correlated with the PHQ-8 (r=0.15, P=.17). The rates of words detected

in the positive emotion category were also most strongly correlated with the PHQ-8
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Mental Health Measure Word Category
Percentage of
Words: mean (SD)

Correlation with Mental
Health Measure: r (P)

LSAS

death 0.16 (0.10) 0.32 (0.002)
home 0.45 (0.14) -0.31 (0.003)

see 1.26 (0.28) 0.31 (0.003)
sexual 0.22 (0.29) -0.24 (0.024)

GAD-7

reward 1.61 (0.30) -0.29 (0.007)
death 0.16 (0.10) 0.27 (0.012)
friend 0.35 (0.15) 0.26 (0.016)
prep 11.75 (1.10) 0.24 (0.029)
bio 2.07 (0.59) -0.23 (0.036)

relativ 13.57 (1.10) -0.22 (0.045)

PHQ-8

death 0.16 (0.10) 0.41 (< 0.001)
function 55.31 (3.13) 0.24 (0.025)

home 0.45 (0.14) -0.24 (0.028)
reward 1.61 (0.30) -0.22 (0.043)

SDS
death 0.16 (0.10) 0.28 (0.009)
friend 0.35 (0.15) 0.24 (0.026)
negate 2.29 (0.52) 0.23 (0.033)

Table 9.5: Top correlations between LIWC categories and LSAS, GAD-7, PHQ-8, and SDS scores
(n = 86).

(r=–0.18, P=.09). Correlations and P values for all associations, including word rates

in the positive emotion and negative emotion categories, are presented in Table E.1

within Appendix E.

9.2.5 Discussion

Key Findings

A key finding is the correlation between the rates of detected words within the cate-

gory of death and all self-reported measures. This correlation was positive in all cases,

meaning participants who had a higher proportion of death-related words detected

in their ambient audio displayed worse self-reported symptoms of social anxiety, gen-

eralized anxiety, depression, and mental health-related functional impairment. The

association between the use of death-related words and depression is in line with

previous studies [130], [131] showing that depressed individuals tend to use more

death-related words. It is important to note that these prior studies analyzed only

words that were spoken or written by participants, whereas we included all the words

detected in the participants’ environments.
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Other Interesting Findings

In light of the fact that only the correlation between rates of death-related words and

the PHQ-8 was statistically significant, it is important to note that the Bonferroni

correction is known to be conservative and can cause important relationships to be

deemed nonsignificant [132]. That being said, this work has also revealed other in-

teresting potential relationships between di↵erent environmental words and mental

health.

The first was the positive correlation between vison-related words (the see category,

including words such as “view,” “saw,” and “seen”) and self-reported symptoms of

social anxiety (r=0.31, P=.003). Higher rates of these words being associated with

worse symptoms of social anxiety may be related to a known feature of the disorder.

Specifically, individuals with social anxiety disorder fear the scrutiny of others, and

socially anxious individuals will attempt to detect this scrutiny by visually attending

to the others, especially the faces of others [133]. It may be that individuals verbalize

this concern about observing this scrutiny throughout their days.

Another interesting relationship was the negative correlation between the rates of

reward-related words in the environment and self-reported symptoms of generalized

anxiety (r=–0.29, P=.007) and depression (r=–0.22, P=.045). Lower rates of words

in this category, such as “take,” “prize,” and “benefit” were associated with stronger

symptoms of generalized anxiety and depression. In the case of depression, this

observed association may be linked to the known deficit in reward processing, and

therefore, low hedonic tone noted in depressed individuals [134], [135]. If the rates

of reward-related words can be used as a proxy for reward-seeking, then lower usage

rates of reward-related works might be a result of this diminished capacity to focus

or search out and respond to rewards. The link between reward and anxiety is less

well-understood, but Gray and McNaughton [136] posit that a key feature of anxiety

is related to failure or loss of reward. In this sense, anxious individuals may avoid

reward-seeking to avoid triggering anxiety related to potential loss of reward. Again, if

rates of reward-related words can be used as a proxy for reward seeking, this may shed

some light on the observed relationship between reward-related words and symptoms

of generalized anxiety.

Ambient Versus Participant-Only Word Analysis

A key feature of the methodology employed in this work is that the environmental

audio recorded for each participant contained speech from any speaker in the envi-

ronment — the participants themselves but also other humans and recordings (eg,
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television, radio, music, etc). To the best of our knowledge, no other studies have

performed linguistic analysis of audio transcripts containing speech from all ambient

sources. This is important to keep in mind when we discuss previous studies that

focus only upon speech or writing produced by the participant.

To provide some insight into the impact of other voices in the ambient audio

and this work, it is useful to first have an estimate of how much ambient speech

is typically produced by the participant and how much comes from other sources.

One study [137], which employed a similar audio recording technology (with wrist-

worn smart watches), determined that, of all the detected speech in the environment,

roughly 18% was produced by the participant, another 18% came from other present

people, and 54% from TV and radio. While the presence of other sources of speech

in the audio, and therefore in the transcripts, is a confounding factor, it may also

contain relevant information. While other individuals will be thought of as polluting

the data, the individuals with whom one chooses to associate with may influence

one’s own state of mind and mental health, especially with regard to depression [138].

Similarly, the presence of words produced by TV or other media in the environmental

audio could be a confound but may also contain useful information. As with the

company they keep, participants’ choices of media may be reflective of their state of

mind and mental health. For instance, one study [139] of film preference and mental

health showed an association between preference for film noire movies and depression.

The presence of words spoken by individuals other than the participant may therefore

still give relevant insight into the participant’s state of mind and mental health.

Comparisons With Other Studies

The most reported association between participant-only word usage rates and mental

health in the literature is the association between the use of first-person personal

pronouns and depression. A meta-analysis [140] estimated the correlation to be small

(r=0.13, 95% CI 0.10-0.16). This correlation was also measured to be quite weak in

our study of ambient speech (r=0.11, P=.30) but with weaker confidence due to a

much smaller sample size.

Several studies [141], [142] have investigated associations between participant-only

linguistic content in social media posts and self-reported measures of anxiety and

depression; these same studies have also used LIWC in their analyses and so can be

compared with our work. The comparison has the caveat that our work explored

speech from other parties in addition to the participant. A linguistic analysis of

Facebook posts revealed positive correlations between the sadness word category and

self-reported anxiety (r=0.34, P<.01) [141], whereas our study measured the corre-
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lation to be much weaker (r=0.07, P=.51). They also measured the correlation be-

tween the sadness word category and self-reported symptoms of depression (r=0.22,

P<.01) [141], which corresponds more closely to our results (r=0.17, P=.13). Another

linguistic analysis of Facebook data also found the sadness LIWC word category to

be a significant predictor of depression diagnosis (standardized regression coe�cient

�=0.17, P<.001) [142].

Limitations

One technical limitation of this study was the sampling technique used to capture

ambient audio. Ambient audio recordings were produced quite frequently, once every

6.7 minutes (on average), but for a short duration (only 15 seconds). The short

duration of recording helps to preserve smartphone battery life, but it is likely that

some conversations or utterances were not captured in full. A more sophisticated

sampling technique would record for a variable duration, extending the recording

window until silence was detected, so that complete conversations or utterances were

captured.

A fundamental limitation is due to the manner in which the environmental audio is

used to generate transcripts. Automatic speech recognition software does not perform

as well as human transcribers for audio recorded in noisy environments or for audio

containing multiple speakers who may be interrupting one another. Furthermore,

this software is often being updated and improved; therefore, reproducibility and

the ability to do direct comparisons is a key concern for future studies. While this

limitation is significant, it is important to also note that the accuracy of Google’s

Speech-to-Text API (which was used in this study) has been evaluated in clinical

talk-therapy settings and demonstrating 83% sensitivity and 83% positive predictive

value in detecting death-related words [143], which implies acceptable validity for the

use of this type of data in our analysis.

A final limitation is related to the use of LIWC to perform the linguistic analysis

of the transcripts of environmental audio. LIWC is a dictionary-based tool, and

as such, categorizes words without looking at contextual information that is key to

human language, ignoring sarcasm, metaphor, and analogy.

9.3 Voice Activity Data

9.3.1 Data Overview

Voice Activity is one of three audio-based streams of data extracted from audio record-

ings of participants’ environments. This data is a binary measure of the presence or
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absence of English-speaking voices in the environmental audio recordings of partici-

pants. This data was sampled with a nominal sampling period of 5 minutes, but the

e↵ective sampling period achieved by the application was, on aggregate, longer than

this (the 75th percentile of average sampling periods of voice activity data was 6.4

minutes).

As with all data streams, a threshold on the minimum number of samples per

participant for inclusion in analysis was set in order to handle missing data. This

threshold is identical to the threshold used in the analysis of the Activity Recognition

data; participants are required to have at least half the nominal number of samples

expected (2,016 samples). Applying this threshold results in a sample size of 84

participants for analysis.

9.3.2 Analysis and Feature Design

The hypothesis which drove the creation of features derived from voice activity data

was that individuals su↵ering from poor mental health would engage in fewer social

interactions. Taking the presence of speaking voices in the environments of partic-

ipants as a proxy measure of social interaction, features were designed to quantify

social interaction. This voice activity data can only be viewed as a proxy for social

interaction because the speaking voices detected in the environment may not corre-

spond to the owner of the smartphone or to any person at all, in the case of voices

produced by media (e.g., television, radio, etc).

The link between social interaction and social anxiety is likely the strongest among

all the mental disorders considered by this work. The fear and anxiety experienced by

socially anxious individuals when in social situations often causes these individuals to

avoid these situations [21]. It follows, then, that a proxy measure of social interaction

is likely to be predictive of symptoms of social anxiety. While avoidance of social

interaction is not a hallmark feature of depression, the lack of energy and activity

which does characterize depression [17] may also result in a measurable decrease in

sociability.

Speech Presence Ratio Feature

The Speech Presence Ratio (SPR) feature is a proxy measure of a participant’s social

interaction. It is computed as the fraction of all voice activity data samples which

were found to contain speaking voices:

Speech Presence Ratio =
|VAvoices=present|

|VA| (9.4)
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where VA is the set of voice activity samples collected from a participant.

This feature was was inspired by the Conversation Frequency feature first described

by Wang et al. in [47]. This feature di↵ers from the Conversation Frequency feature

in that the Conversation Frequency feature excluded conversations which occurred

during lecture hours of the participants (which were all students) or were captured

while participants were located in a lecture hall.

Work-Time SPR Feature

The Work-Time SPR feature attempts to o↵er a more fine-grained focus on the times

in which we would most likely expect participants to be speaking with coworkers. We

are motivated to investigate this subset of the voice activity data since it is more

likely to capture interactions in the workplace, which are another key cause for fear

and anxiety in socially anxious individuals [17].

This feature is computed in the same manner as the Speech Presence Ratio feature,

but using only the voice activity samples captured between 9 AM and 5 PM on

weekdays:

Work-Time SPR =
|VAworktime

voices=present|
|VAworktime|

(9.5)

where VAworktime is the subset of voice activity samples collected from a participant

between 9 AM and 5 PM on weekdays.

Free-Time SPR Feature

For the sake of completeness, the Free-Time SPR feature is also defined. This feature

is computed in the same manner as the Work-Time SPR feature, but using only

voice activity samples captured outside common work hours (i.e., 9 AM - 5 PM on

weekdays):

Free-Time SPR =
|VAfreetime

voices=present|
|VAfreetime|

(9.6)

where VAfreetime is the subset of voice activity samples collected from a participant

outside common work hours.

Out-of-Home SPR Feature

TheOut-of-Home SPR feature attempts to o↵er a more fine-grained focus on the times

in which we would most likely expect participants to be engaging in social interactions
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with individuals outside of the home. We are motivated to investigate this subset of

the voice activity data since social interactions which occur at the home are likely

occurring with people that the participants are very close with. Social interactions

with close friends and family are less likely to be anxiety provoking, and therefore

not likely trigger any urges to avoid these interactions.

This feature is computed in the same manner as the Speech Presence Ratio feature,

but using only voice activity samples captured while the participant was not at their

home:

Out-of-Home SPR =
|VA!home

voices=present|
|VA!home|

(9.7)

where VA!home is the subset of voice activity samples collected from a participant

when they were outside of their home. A Participant’s clustered GPS location data is

used to determine the times at which they are at home, using the method described

in Section 7.2.2.

At-Home SPR Feature

For the sake of completeness, the At-Home SPR feature is also defined. This feature

is computed in the same manner as the Out-of-Home SPR feature, but using only

voice activity samples captured when participants are at their home:

At-Home SPR =
|VAhome

voices=present|
|VAhome|

(9.8)

where VAhome is the subset of voice activity samples collected from a participant

when they were at the home.

Summary of Measured Feature Values

Summary statistics describing the distribution of participants’ feature values are pro-

vided in Table 9.6. Please note that the features were computed for two di↵erent

subsets of participants, as follows. The Speech Presence Ratio and the Work-Time

and Free-Time SPR features were all computed for the subset of participants who had

at least 50% of expected audio samples (n = 84). The Out-of-Home and At-Home

SPR features were computed for only 71 of these 84 participants, since these features

additionally rely upon location data and only 71 participants had su�cient audio and

location data.

Inspection of the basic Speech Presence Ratio feature reveals that participants were

in the presence of English-speaking voices 15% of the time, on average. This appears
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Feature Mean (SD) Min.
First
Quartile

Second
Quartile

Third
Quartile

Max.

VAD Ratio 0.15 (0.06) 0.01 0.11 0.15 0.20 0.30
Work-Time VAD Ratio 0.21 (0.11) 0.01 0.12 0.20 0.28 0.48
Free-Time VAD Ratio 0.13 (0.06) 0.01 0.09 0.13 0.17 0.30
Out-of-Home VAD Ratio 0.25 (0.12) 0.00 0.15 0.23 0.32 0.69
At-Home VAD Ratio 0.12 (0.06) 0.01 0.08 0.12 0.16 0.28

Table 9.6: Summary statistics describing participants’ voice activity-derived features (n = 84 for the
VAD Ratio, Work-Time VAD Ratio, and Free-Time VAD Ratio; n = 71 for the Out-of-Home and
At-Home VAD Ratios)

to align with intuition, as these voice activity samples were taken at all hours of the

study, including nighttime. Focusing on the Work-Time and Free-Time SPR features,

participants encountered more speech during work-time hours (21% of the time, on

average) than they did outside these hours (13% of the time, on average). This also

is reasonable, considering that a sizeable portion of the data collected during “Free-

Time” would contain late nights where we would expect participants to be sleeping.

Similarly, participants encountered more speech when out of the home (25% of the

time, on average), versus when at home (12% of the time, on average).

9.3.3 Correlations with Mental Health Measures

To understand how well these features actually captured any symptoms of anxiety,

depression, or overall poor mental health, correlations between all features and all

self-report measures were computed. Table 9.7 shows the results of this correlation

analysis.

Feature
Correlations with Mental Health Measures: r (P)
LSAS GAD-7 PHQ-8 SDS

VAD Ratio -0.19 (0.081) -0.16 (0.143) -0.37 (0.001) -0.29 (0.008)
Work-Time VAD Ratio -0.11 (0.320) -0.15 (0.172) -0.26 (0.015) -0.19 (0.086)
Free-Time VAD Ratio -0.19 (0.084) -0.12 (0.266) -0.34 (0.001) -0.27 (0.012)
Out-of-Home VAD Ratio 0.20 (0.089) 0.01 (0.939) 0.09 (0.475) 0.05 (0.709)
At-Home VAD Ratio -0.29 (0.015) -0.13 (0.280) -0.35 (0.003) -0.25 (0.036)

Table 9.7: Correlations between voice activity-derived features and mental health measures (n =
84 for the VAD Ratio, Work-Time and Free-Time VAD Ratios; n = 71 for the Out-of-Home and
At-Home VAD Ratios).

The Speech Presence Ratio feature was found to be negatively correlated with all

self-reported measures of mental health, and significantly correlated (at a 5% signif-

icance level) with depression as measured by the PHQ-8 (r = -0.37, P = 0.001) and

general impairment as measured by the SDS (r = -0.29, P = 0.008). The correlations

between mental health measures and the Work-Time, Free-Time, and At-Home SPR

features all followed this same trend, but were generally weaker in almost all cases.
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The Out-of-Home SPR feature breaks this trend, showing positive correlations across

the board with all mental health measures.

9.3.4 Discussion

The negative correlation between the Speech Presence Ratio and all mental health

measures indicates that participants who spent less time in the presence of speech had

worse mental health. This finding aligns with our hypothesis. The significant corre-

lation between the Speech Presence Ratio and PHQ-8 scores (r = -0.37, P = 0.001)

also replicates a previous finding. The pioneering study by Wang et al. [47] inferred

the number of conversations that subjects encountered throughout their days by per-

forming an analysis of ambient audio and also found a significant negative correlation

with PHQ-9 scores (r = -0.39, P = 0.02, n = 48). The specific feature designed by

Wang et al. is more contextually aware than our Speech Presence Ratio feature be-

cause not all audio that they found to contain speech was considered conversational

in their system. Specifically, they ignored speech if it was detected during lecture or

group meeting hours of their student subject population. Despite the fact that our

proxy measure of social interaction is context unaware, we measured similar results.

Time spent proximal to human speech was also found to be significantly associated

with changes in PHQ-9 scores (P=.048) in a study by Ben-Zeev et al. [48].

A curious finding was that the direction of correlation between the Out-of-Home

SPR feature and mental health measures is positive. While the correlations between

Out-of-Home SPR and the GAD-7, PHQ-8, and SDS are all non-significant and very

weak, the correlation with the LSAS is nearing significance (r = 0.20, P = 0.089). This

positive correlation with the LSAS, which is a measure of social anxiety, may indicate

that socially anxious individuals who engage in more social interaction outside of

the home have stronger symptoms of social anxiety. The original hypothesis was

that more socially anxious individuals would avoid social interaction, and therefore

demonstrate less social interaction. Such a relationship would therefore produce a

negative correlation between social engagement and LSAS scores. The measured

positive correlation might indicate that some socially anxious individuals may be

unable to avoid social situations, which would therefore trigger their anxiety and

elevate their LSAS scores. In this scenario, when avoidance is not an option, more

social interaction is associated with worse symptoms of social anxiety, which is in line

with the noted characteristics of social anxiety [17].
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Limitations

The Speech Presence Ratio feature and its variants do not distinguish between recorded

speech (e.g., from a TV or radio) and human speech — they simply indicate the pres-

ence of intelligible speech. This method does not distinguish between speakers, so in

many cases, the participant themselves may not be the person speaking. The method

also only detects English speech, so it will potentially miss speech if, for example,

a participant does not speak English at home. Finally, our technique for detecting

speech using automatic speech recognition is likely to be more biased toward false

negatives than false positives. That is, that if speech is detected by the system, it is

highly likely that the speech is present, yet it is much more likely to miss speech in

noisy environments or environments with multiple speakers speaking concurrently.

9.4 Conclusion

This chapter has described the design of features derived from audio recordings of

participants’ environments. Analysis of the volume of these audio recordings led to

the design of features which quantify regularity in participants’ daily activity and

disturbances to participants’ sleep, both of which were shown to be correlated with

symptoms of depression and general impairment. All features derived from audio

volume were novel designs. Analysis of the presence of speaking voices in these audio

recordings replicated previous findings which measured a correlation between time

spent proximal to speech and severity of depression. The baseline Speech Presence

Ratio was adapted from prior work, while the four variants thereof are novel con-

tributions. Finally, analysis of the words detected in the audio recordings revealed

several relationships, including the use of death-related words, reward-related word,

and words related to vision being potentially associated with self-reported measures

of social anxiety, generalized anxiety, depression, and general psychiatric impairment.

To the best of our knowledge, this work is the first to perform linguistic analysis of

environmental or ambient audio recordings captured by individuals’ smartphones.

This chapter is the last of three chapters to focus upon the design of features

which were intended to be predictive of anxiety and depression. The next chapter,

Chapter 10, will select a subset of these features and test their ability to predict

clinical levels of anxiety and depression.



Chapter 10

Screening for Anxiety and

Depression

Chapters 7 through 9 have described the engineering of features which were were

designed to give insight into individuals’ state of mind with respect to symptoms of

anxiety and depression. The degree to which these features did indeed associate with

symptoms of anxiety and depression was tested by measuring correlations between

feature values, which were extracted solely from smartphone-collected data, and study

participants’ self-reported mental health scale data. This section provides a more in-

depth test of the ability of features to predict mental health, by using a subset of the

features to build predictive models of study participants’ mental health. Specifically,

these models will be used screen participants for social anxiety disorder, generalized

anxiety disorder, and depression, by predicting if participants scored above or below

diagnostic thresholds on the respective self-report measures.

This chapter is organized as follows. The next section, Section 10.1 (“Data Prepa-

ration”), describes the process used to select a subset of features for use in the predic-

tive modelling. This section also describes the process by which participants’ known

screening results were determined prior to prediction. Section 10.2 (“Screening Model

Development and Performance”) describes an experiment where di↵erent classes of

predictive models were built for each prediction task, and compares and contrasts

their relative predictive performance. In Section 10.3, one high-performing class of

model is selected for in-depth inspection and interpretation. Finally, the chapter is

concluded in Section 10.4.

110
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10.1 Data Preparation

10.1.1 Feature Selection

A total of 97 features were implemented and extracted from participants’ smartphone-

collected data, 67 of which were extracted from the bigram data stream alone. Con-

sidering that this number of features is roughly on par with the total number of

participants recruited in the study (112), this is a relatively large number of features.

Many of these features were shown to have poor associations with mental health mea-

sures, and of those that did exhibit moderate or strong associations, many features

were measured to be correlated with one another and therefore would be redundant

to include. The aim of the feature selection process was to select a small number of

well-performing features for use in predictive modelling. The desired number of fea-

tures was in the range of 8-10, in order to maintain a rough 10:1 ratio of samples (i.e.,

participants) to independent variables (i.e., features). While not a strict requirement,

this is in-line with commonly cited rules of thumb for avoiding over-fitting [144].

Candidate features were selected from each data stream by selecting those which

had the strongest broad correlations across the multiple mental health measures yet

were weakly correlated with other features from the same data stream. This yielded

an initial set of 11 candidate features. Figure 10.1 contains all pairwise correlations

between the 11 candidate features. Table 10.1 presents the correlations between the

11 candidate features and all self-report mental health measures.

Figure 10.1: Correlations between candidate features used in model building and evaluation.
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Feature
Correlations with Mental Health Measures: r (P)

LSAS GAD-7 PHQ-8 SDS

Daily Similarity -0.16 (0.183) -0.18 (0.149) -0.37 (0.002) -0.18 (0.135)
Speech Presence Ratio -0.19 (0.115) -0.15 (0.216) -0.41 (0.001) -0.29 (0.018)
Number of Locations -0.24 (0.048) -0.24 (0.049) -0.30 (0.012) -0.27 (0.027)
Exits from the Home -0.21 (0.085) -0.27 (0.023) -0.26 (0.035) -0.21 (0.092)
Home Stay Entropy -0.26 (0.034) -0.22 (0.074) -0.31 (0.009) -0.20 (0.097)
Transition Time -0.25 (0.040) -0.27 (0.029) -0.32 (0.008) -0.32 (0.008)
Screen Usage 0.14 (0.245) 0.07 (0.559) 0.13 (0.274) 0.31 (0.011)
Activity Rate -0.26 (0.034) -0.06 (0.613) -0.28 (0.019) -0.18 (0.141)
Death-Related Words 0.34 (0.005) 0.20 (0.098) 0.36 (0.003) 0.24 (0.050)
Home-Related Words -0.33 (0.007) -0.19 (0.117) -0.36 (0.002) -0.12 (0.318)
Reward-Related Words -0.18 (0.150) -0.31 (0.011) -0.24 (0.054) -0.10 (0.410)

Table 10.1: Correlations between candidate features and mental health measures (n = 80 partici-
pants).

The candidate set was further pruned down by eliminating those features which

were correlated with other candidates with |r| > 0.4, which resulted in a final feature

set of 8 features. Participants which had insu�cient data such that they were missing

half or more of these features were dropped from the data set; this yielded a subset

of 80 participants for analysis. Table 10.2 presents the final 8 features selected for

analysis, including summary statistics describing the distribution of the feature values.

Feature Mean (SD) Min.
First
Quartile

Second
Quartile

Third
Quartile

Max.

Daily Similarity 0.80 (0.07) 0.45 0.77 0.83 0.85 0.90
Speech Presence Ratio 0.15 (0.06) 0.01 0.11 0.15 0.20 0.30
Number of Locations 15.2 (9.93) 1.00 8.00 13.00 20.50 50.00
Screen Usage 0.23 (0.13) 0.02 0.12 0.21 0.29 0.60
Activity Rate 8.70 (5.26) 0.57 5.01 7.98 10.54 25.04
Death-Related Words 0.17 (0.10) 0.00 0.09 0.15 0.20 0.51
Home-Related Words 0.45 (0.14) 0.15 0.34 0.44 0.54 0.83
Reward-Related Words 1.61 (0.27) 0.90 1.43 1.61 1.81 2.28

Table 10.2: Summary statistics describing the distribution of features in the final feature set (n =
80)

It must be noted that one criticism of this feature selection technique is that it is

not bias-free. The selection of features on the basis of their correlations with mental

health measures (measured using the full set of participants) introduces bias since

features which are already known to correlate well with participants’ mental health

measures will naturally perform well in predicting which participants are above or

below threshold on the mental health measures used. This criticism is valid, yet

there are some arguments to be made which show that this bias is small enough to

be acceptable for this work. Namely, that a number of the selected features were
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already shown to be known good indicators of mental health in prior works: the

Speech Presence Ratio, Number of Locations, and Screen Usage features. Since these

features were already shown to have significant associations with mental health in

other samples of individuals, the likelihood that they are overfit to our particular

sample is lower than it would be otherwise. Furthermore, it must be noted that this

work is exploratory in nature, and that some degree of bias is acceptable since any

conclusions drawn must be subject to further confirmatory analysis.

10.1.2 Participant Mental Health Screening

The modelling reported in this chapter used participants’ features to predict whether

they would screen positively for social anxiety disorder, generalized anxiety disorder,

or depression. In order to measure the accuracy of the predictions, it is necessary to

know if participants actually did screen positively for these disorders. Participants

were screened for social anxiety disorder, generalized anxiety disorder, and depression,

using the LSAS, GAD-7, and PHQ-8 instruments, respectively. The screening criteria

and the number and percentage of positive screenings are summarized in Table 10.3.

The positive screening rates for all three disorders within this subset of 80 participants

were notably high with respect to rates in the general population; a discussion on this

general finding was provided in Section 6.3 where the screening rates for the entire

sample of 112 participants were discussed.

Disorder Screening Criterion Positive Screenings

Social Anxiety Disorder LSAS score � 60 29 (36%)
Generalized Anxiety Disorder GAD-7 score � 10 20 (25%)
Major Depressive Disorder PHQ-8 score � 10 28 (35%)

Table 10.3: Participant screening results for social anxiety disorder, generalized anxiety disorder,
and depression (n = 80)

10.2 Screening Model Development and Performance

A variety of di↵erent machine learning models were used to predict participants’

screening results. This section describes the model building and evaluation process,

and presents and compares the predictive performance of the di↵erent models.

10.2.1 Models Classes

A total of 11 di↵erent classes of models were built and evaluated. All of the models

were built and evaluated using the software library mlr3 [145], which is a machine
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learning framework for the R programming language. All of these models, once

trained, return a single screening prediction given a participant’s features as input.

Since the models return a single output, independent models were built to screen for

social anxiety disorder, generalized anxiety disorder, and depression. The following

classes of models were used:

1. Classification Tree

Classification Tree [146] models were built using the Classification Tree Learner

from the mlr3 learners package [147]. Classification trees predict a discrete class

label (i.e., a positive or negative screening) given a set of features by performing

a series of comparisons between each feature value and a threshold value (learned

during training) that best separates the classes.

2. Linear Discriminant Analysis (LDA)

Linear Discriminant Analysis [148] models were built using the Linear Discrimi-

nant Analysis Classification Learner from the mlr3 learners package [149]. LDA

classifiers predict a class label by learning the linear combination of feature val-

ues which best separates the two classes. This linear combination of features

reduces the n-dimensional feature set to a single new dimension, and compares

the resulting value in this new dimension to a internal threshold acting as the

decision criterion (this internal threshold, like the linear combination, is also

learned during training).

3. Logistic Regression

Logistic Regression [150] models were built using the Logistic Regression Classifi-

cation Learner from the mlr3 learners package [151]. Logistic regression computes

a weighted sum of feature values, which are then passed through a sigmoidal ac-

tivation function, to ultimately output the probability of the given set of features

belonging to the positive class (e.g., the probability that, given a set of feature

values, that the individual associated with those features would screen positive

for a given disorder). The values of the weights (sometimes referred to as coe�-

cients) used for the computation of the weighted sum are learned during training.

When used in classification tasks, the probability output by the logistic regres-

sion model is compared to a threshold probability (e.g., 50%) to assign a class

label to the given feature values.

4. Logistic Regression with LASSO regularization

Logistic Regression with LASSO regularization [152] models were built using the

Generalized Linear Model with Elastic Net Regularization Classification Learner
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from the mlr3 learners package [153]. LASSO regularization changes the manner

in which the optimal weights, or coe�cients, are learned in the training phase

of a logistic regression model. This modification often results in some feature

coe�cients dropping to zero, which has the e↵ect of de-selecting certain features.

This can be useful, in practice, for reducing overfitting, which produces models

with better predictive performance on unseen or out-of-sample data.

5. Naive Bayes

Naive Bayes [154] models were built using the Naive Bayes Classification Learner

from the mlr3 learners package [155]. A Naive Bayes classifier computes the

posterior probability that a given set of feature values belong to a particular

class, with the key simplifying assumption that features are independent (i.e.,

that the probability of a positive screening given one feature is not influenced

by the values of any of the other features). The training phase estimates the

likelihood functions for each feature in the negative and positive classes. Given

a set of learned likelihood functions and a set of feature values, the posterior

probabilities of the features belonging to the negative or positive classes are

computed. A class label is then made on the basis of which posterior probability

is higher.

6. Random Forest - Standard Trees

Random Forest [156] models were built using the Ranger Classification Learner

from the mlr3 learners package [157]. A random forest model is a group (or

ensemble) of many di↵erently-built classification trees. Each classification tree

makes its own prediction, and the prediction made by the random forest is formed

by noting which prediction result was made most often the trees (in a sense, the

constituent trees “vote”).

Two distinct classes of random forests were used, which di↵ered in the maximum

allowed depth for the trees in the forest (the depth of a tree is the number of

sequential comparisons made between feature values and thresholds). In this

class, no limit was placed on the maximum depth of the trees.

7. Random Forest - Stumps Only

This Random Forest class limits the maximum depth of the trees to 1 (trees of

depth 1 are often referred to as “stumps”).

8. Support Vector Machine with Linear Kernel

Support Vector Machine (SVM) [154] models were built using the Support Vec-

tor Machine Learner from the mlr3 learners package [158]. SVMs classify data by
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learning the optimal decision line (or hyper-plane, in higher-dimensional spaces)

that best separates the classes on the basis of feature values. SVMs are therefore

naturally linear classifiers, but they can e↵ectively perform non-linear classifica-

tion by first making a non-linear mapping of features to a new space prior to

classification, using what is referred to as a kernel.

Four distinct classes of SVMs were used, which di↵ered in the kernel used. In

this class, a linear kernel was used, to perform standard linear classification.

9. Support Vector Machine with Polynomial Kernel

This SVM class was set to use a polynomial kernel.

10. Support Vector Machine with Radial Basis Function Kernel

This SVM class was set to use a radial basis function (RBF) kernel.

11. Support Vector Machine with Sigmoid Kernel

This SVM class was set to use a sigmoid kernel.

The complete set of model settings and hyperparameter values for all models are

provided in the code listing in Appendix F.

10.2.2 Model Training and Performance Evaluation

Models were trained and tested using a nested cross-validation resampling strat-

egy [159] to estimate model performance in an unbiased manner (i.e., performance is

measured using data that was not used to train the model) . This strategy consists

of a 2-level cross-validation, with one cross-validation loop nested within another (see

Figure 10.2).

In the outer loop of the resampling, the dataset (features and true screenings) is

first split into training and test sets, called the outer training sets and the outer test

sets. In the inner loop, each outer training set is further broken down into inner

training and inner test sets. Models are repeatedly trained on the inner training sets

with varying hyperparameter values, and the hyperparameter values which yield the

highest average performance on the inner test sets are identified and recorded. Then,

moving back up to the outer level, each model is then re-trained on the full outer

training set, and its performance is evaluated on the outer test set using the optimal

hyperparameter values discovered in the inner loop iterations.

Figure 10.2, which is reproduced from [160], provides an example illustration of

such a nested cross-validation strategy, using 3-fold cross-validation in the outer loop

and 4-fold cross-validation in the inner loop. In this example, 3 final models would
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have been evaluated, and performance of the overall model would be estimated as the

average of the 3 model’s individual performance scores.

Figure 10.2: Visualization of a nested cross-validation resampling strategy [160]

The resampling strategy used in this work was performed with 5-fold cross vali-

dation in both the outer and inner loops. Furthermore, this process was repeated 20

times, each time with a di↵erent random assignment of data to the folds. This resam-

pling strategy therefore produced 100 models for each class of model and each target

disorder. In total, 3,300 models were evaluated (11 classes of models; 3 target dis-

orders; 100 resampling repetitions). The performance metric used to compare model

performance was the Area Under the Receiver Operating Characteristic (AUROC,

sometimes referred to as AUC - “Area Under the Curve”) [161]. The code listing in

Appendix F also contains this nested cross-validation resampling procedure.

This repeated k-fold cross validation scheme was selected instead of a more basic

train and test split (where, for example, 80% of data is selected for training and

the remaining 20% of data is used for testing) because of the small dataset size and

relatively high variability in the data. Model performance can vary quite drastically

depending one which set of participants are used for training and which set are used

for testing. Instead of biasing the results by picked one high-performing split, this
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approach performs many random splits and aggregates the results to provide a less

biased result. In the results which follow, both the mean and standard deviation of

the models’ performance will be presented, which will help to illustrate this variance

in performance.

To test whether the mean predictive performance of each class of models is sig-

nificantly better than an uninformative model (which would produce random pre-

dictions), a modified version of a paired samples T-test was used. This corrected

repeated k-fold cross validation t-test was developed by Bouckaert and Frank in [162]

to account for the fact that the performance of each model produced by a repeated

k-fold cross validation resampling is not independent, since models built using this

strategy share training data.

10.2.3 Results

The mean performance (and additionally the standard deviation) of each model class

in predicting social anxiety disorder, generalized anxiety disorder, and depression is

given in Tables 10.4, 10.5, and 10.6 respectively, and summarized in Figure 10.3. Also

plotted in each chart in Figure 10.3 is a dotted horizontal line at a mean AUROC

of 0.5. This level corresponds to the performance which would be achieved by an

uninformative model which makes random predictions, and is being used as a baseline

comparison for model performance.

Focusing first upon the prediction of social anxiety disorder, the measured perfor-

mance values for each model class are presented in Table 10.4. Model performance

values range from a mean AUROC of 0.43 (SVM with RBF kernel) to 0.67 (the LDA,

Logistic Regression, and Naive Bayes models). Note that an AUROC of less than 0.5

is possible when assessing model performance on out-of-sample (i.e., test) data, as is

the case here, and this indicates that the associated models were likely overfit to their

training data. Seven of the 11 model classes achieved a mean performance which was

significantly greater than an uninformative model (at a 5% significance level): the

LDA, Logistic Regression, Naive Bayes, both Random Forest model classes, and the

SVM models with Linear and Sigmoid kernels.

Shifting focus to the prediction of generalized anxiety disorder, the measured per-

formance values are presented in Table 10.5. Model performance values range from

a mean AUROC of 0.44 (SVM with Sigmoid kernel) to 0.56 (LDA). None of the 11

model classes achieved a mean performance which was significantly greater than an

uninformative model (at a 5% significance level).

Finally, the measured performance values in predicting depression are presented in

Table 10.6. Model performance values range from a mean AUROC of 0.53 (Logistic
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Figure 10.3: Screening performance for each model class and disorder.

Regression with LASSO regularization) to 0.73 (SVM with a Linear kernel). Eight

of the 11 model classes achieved a mean performance which was significantly greater

than an uninformative model (at a 5% significance level).
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Model Class Mean AUROC (SD) t p
Class. Tree 0.54 (0.14) 0.600 0.275
LDA 0.67 (0.11) 2.932 0.002
Log.Reg. 0.67 (0.12) 2.746 0.004
Log.Reg.-LASSO 0.56 (0.10) 1.130 0.131
NaiveBayes 0.67 (0.11) 3.088 0.001
RF-Regular 0.66 (0.12) 2.686 0.004
RF-Stumps 0.64 (0.12) 2.185 0.016
SVM-Linear 0.65 (0.16) 1.930 0.028
SVM-Polynomial 0.50 (0.15) 0.007 0.497
SVM-RBF 0.43 (0.13) -1.109 0.135
SVM-Sigmoid 0.64 (0.15) 1.842 0.034

Table 10.4: Social anxiety disorder screening results for all model classes.

Model Class AUROC: Mean (SD) t p
Class. Tree 0.46 (0.11) -0.747 0.228
LDA 0.56 (0.15) 0.780 0.219
Log.Reg. 0.55 (0.16) 0.671 0.252
Log.Reg.-LASSO 0.50 (0.01) 0.196 0.422
NaiveBayes 0.49 (0.15) -0.135 0.446
RF-Regular 0.49 (0.13) -0.191 0.424
RF-Stumps 0.54 (0.14) 0.508 0.306
SVM-Linear 0.47 (0.14) -0.437 0.332
SVM-Polynomial 0.50 (0.18) 0.012 0.495
SVM-RBF 0.47 (0.13) -0.373 0.355
SVM-Sigmoid 0.44 (0.15) -0.848 0.199

Table 10.5: Generalized anxiety disorder screening results for all model classes.

10.2.4 Discussion

A key finding when comparing prediction results between the three disorders is that,

on aggregate, the prediction of depression was the most accurate. The prediction of

social anxiety disorder achieved worse performance, on aggregate, than depression,

yet some models were still found to have significant predictive capability. Predictive

models of generalized anxiety disorder achieved the lowest accuracy, however, and

none of the eleven classes of models investigated exhibited performance significantly

greater than a baseline uninformative (random prediction) model.

The success of the predictive models of social anxiety disorder and depression is

interesting when contrasted with the failures of the generalized anxiety disorder mod-

els. The particular feature set used in this work seems unable to predict generalized

anxiety disorder. This may be related to how generalized anxiety manifests itself in

individuals’ feelings and behaviors in a di↵erent manner than social anxiety or depres-

sion. Individuals su↵ering from social anxiety disorder commonly employ behavioral

avoidance to avoid situations which trigger their anxiety symptoms – they may choose

specific jobs to avoid public speaking, or avoid going to social gatherings [163]. The
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Model Class Mean AUROC (SD) t p
Class. Tree 0.62 (0.11) 2.204 0.015
LDA 0.72 (0.11) 3.817 < 0.001
Log.Reg. 0.71 (0.12) 3.343 0.001
Log.Reg.-LASSO 0.53 (0.08) 0.780 0.219
NaiveBayes 0.72 (0.12) 3.621 < 0.001
RF-Regular 0.67 (0.11) 3.021 0.002
RF-Stumps 0.68 (0.12) 2.959 0.002
SVM-Linear 0.73 (0.12) 3.845 < 0.001
SVM-Polynomial 0.59 (0.17) 1.094 0.138
SVM-RBF 0.55 (0.19) 0.494 0.311
SVM-Sigmoid 0.65 (0.14) 2.058 0.021

Table 10.6: Depression screening results for all model classes.

relative lack of or decrease in public speaking, travelling, and leaving the home are all

physical behaviors which can be detected by some of the features used in this study:

the Speech Presence Ratio feature can measure changes in the amount of speech, the

Number of Locations feature can measure changes in amount of travel, and the Activ-

ity Rate feature directly measures physical activity. While depressed individuals do

not avoid specific situations for the same reasons that socially anxious individuals do,

depression is characterized by a general lack of motivation and energy [164]. This lack

of motivation and energy also appears to manifest itself in behaviors (or lack thereof)

which are detectible by our feature set (specifically the Speech Presence Ratio and

Locations Visited features).

This behavioral avoidance can be contrasted with the cognitive avoidance that

is common in individuals who su↵er from GAD [165], which includes maladaptive

and somewhat pathological strategies like distraction, worry, and thought suppres-

sion [166]. These are all strategies used by individuals who su↵er from GAD to

suppress their symptoms, yet they do not as easily manifest in the physical realm in

a way that can be detected through, for example, GPS location data. In other words,

it may be that this study’s feature set does a good job of detecting behaviors, but

a poor job in inferring the cognitive strategies which may often be used in a patho-

logical manner to combat negative or aversive feelings. While it is true that screen

usage-based features could infer times where subjects were employing distraction as

a behavioral avoidance strategy, there are other possible explanations for screen time

that might not include avoidance. The screen usage data which we collected did not

contain information on which apps were being used while the screen was on, which

could be used to know the motivation for the use of the phone. This more fine-grained

usage data which detailed which apps were in use (e.g. games versus productivity

apps such as email, etc) would yield more insight into this type of avoidance and
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therefore be may more predictive of GAD.

10.2.5 Comparisons With Other Studies

A number of studies have used smartphone-collected data in a similar fashion to build

and evaluate predictive models of depression. Saeb et al. achieved a classification

accuracy of 78.8% in detecting depressed individuals (which was defined as having

a PHQ-9 score � 5) using only location-based features [44]. To enable more direct

comparisons, two existing studies were found which also reported AUROC as their

metric of accuracy in predicting depression using smartphone-collected data. Wang

et al. [53] report an AUROC of 0.81 for a model that predicted depression which used

location, audio, and screen-based features. A study by Place et al. [167] achieved

an AUROC of 0.74 for detecting depressed mood using features derived from GPS

location, audio, motion sensor data, phone and messaging metadata, screen data, and

other device data.

Both the studies by Wang et al. [53] and Place et al. [167] di↵er from ours, however,

in how they screen subjects for depression, as they used scores from the abbreviated

2-item PHQ-2 depression instrument. Furthermore, in both studies participants were

drawn from a more homogenous sample, as they were both geolocated in the particular

metro areas. Participants in the study by Wang et al. [53] were 48 Dartmouth College

undergraduate students, while the 73 participants in the study by Place et al. [167]

were all residents of the Boston area. Participants in our study were a mix of students

and non-students, and were geographically located across Canada in both rural and

urban areas. The nature of the area in which subjects live and travel in is of particular

import for location-based features, as individuals living in rural areas may exhibit

di↵erent patterns of travel than those in urban areas.

Studies of anxiety disorders using smartphone-collected data are much less rep-

resented in the literature. A study by Boukechba et al. [168] demonstrated strong

correlations between smartphone-collected data and symptom severity of social anx-

iety disorder, but no classification (i.e. predictive screening) was performed. To our

knowledge, there are currently no studies that have predicted or otherwise measured

correlations between generalized anxiety disorder and smartphone-collected data.

10.3 Logistic Regression Model Interpretation

The LDA, Logistic Regression, Naive Bayes, and Random Forest model classes were

consistently the top-performing classes of predictive models across all disorders (see

Figure 10.3). Given that logistic regression models are frequently encountered in the
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medical literature concerning diagnostic modelling [169], and that they have a easily-

interpretable structure, this section o↵ers an analysis of these models to understand

how the individual features contributed to the screening predictions made by the

models.

In order to inspect and interpret the models and the determine relative influence

of each feature within a model, a single model is trained using the entire data set

for each disorder under investigation. This is in contrast with the approach used

in Section 10.2, where a resampling strategy was used to build multiple models in

order to estimate model performance on unseen data. The coe�cients of these full

models will then be presented and discussed. These coe�cients are x-standardized

as all features are all scaled to have zero mean and standard deviation of one prior

to model building. This standardization is necessary since we wish to compare the

e↵ects of the features which do not share a common unit of measurement or scale.

10.3.1 Results

The standardized logistic regression coe�cients of the models of social anxiety dis-

order (SAD) and depression (MDD) are presented in Figure 10.4. The model of

generalized anxiety disorder is not included since it failed to achieve significant pre-

dictive capability.

First, by looking at the signs of the feature coe�cients, we can determine which

features were found to decrease the odds of a positive screening, since negative coef-

ficients correspond to a feature which is associated with decreased odds of a positive

screening (a characteristic of the logistic regression modelling used). The following

features were associated with decreased odds of a positive screening for both social

anxiety and depression: Activity Rate, Daily Similarity, Home-Related Words, Num-

ber of Locations, and Reward-Related Words. This indicates that these features are

generally capturing healthy behaviours, with respect to social anxiety and depres-

sion. By contrast, the Death-Related Words and Screen Usage features were both

associated with increased odds of positive screening of social anxiety disorder and

depression.

The Speech Presence Ratio feature was found to have contrasting directionality

with respect to screening for social anxiety disorder and depression. A greater Speech

Presence Ratio was associated with greatly decreased odds of a depression screening

but was also associated with a slight increase of odds of a social anxiety disorder

screening.

Secondly, in terms of the relative magnitude of their associated coe�cients, several

features stand out. The Death-Related Words feature was the largest risk factor for
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Figure 10.4: Comparison of logistic regression model coe�cients by disorder.

both social anxiety disorder and depression. The greatest protective factor (i.e., the

feature associated with the largest reduction in odds for a positive screening) for social

anxiety disorder was the Number of Locations feature. The greatest preventative

factor for depression, however, was the Speech Presence Ratio factor.

10.3.2 Discussion

Comparing the models of SAD and MDD, the proportion of Death-Related Words

detected in the environmental audio recordings is the greatest risk factor for both

disorders. The link between the usage of death-related words and depression has been

demonstrated in some previous works [130], [131], but we are aware of no empirical

studies that have demonstrated a link between death-related words and symptoms

of social anxiety disorder. Some researchers have proposed that death anxiety and

the fear of death may function as a transdiagnostic construct underpinning a range

of mental disorders, including anxiety disorders [170]. If this hypothesis holds true,

the presence of death-related words in environmental audio may also be serving as a

proxy measure of death anxiety.
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Continuing to compare the models of SAD and MDD, the Activity Rate, Daily

Similarity, and Number of Locations features all appeared as protective factors for

both disorders. These results are all in line with the respective hypothesis that drove

the creation of these features. Namely, that more physical activity (Section 7.1.2),

greater regularity in the pattern of activity (Section 9.1.2), and more mobility/less

avoidance (Section 7.2.2) would all be associated with better mental health. Greater

proportions of Home-Related Words and Reward-Related words detected in partici-

pants’ ambient audio recordings were also protective factors for both social anxiety

disorder and depression. As was discussed in Section 9.2.5, the use of more reward-

related words might indicate greater reward seeking behavior and higher hedonic tone,

which could be associated with decreased anxiety and weaker symptoms of depres-

sion, respectively. To speculate on the Home-Related Words result, it may be the

case that individuals with sub-threshold symptoms of social anxiety and depression

use home-related words more often because they find their home to be a healthy,

positive place.

Contrasting the two models, the Speech Presence Ratio feature operates in op-

posite directions in the models of SAD and MDD. It was a protective factor with

respect to depression: subjects who spend more time in the presence of speech in

their environment had greatly reduced odds of depression. The same was not true of

social anxiety disorder, in which the direction of this e↵ect was reversed. This result

that links more environmental speech to weaker symptoms of depression is one that

replicates results from prior studies [47], [48]. That this relationship does not also

hold for social anxiety disorder is interesting. It may be the case that, once adjust-

ing for factors like social avoidance (Number of Locations feature), more speech is

associated with stronger symptoms of social anxiety. This seems plausible given that

interactions with strangers can be a trigger for symptoms of social anxiety.

10.4 Conclusion

This chapter has described how a subset of the features designed in Chapters 7

through 9 were selected and used to build models which screened participants for

social anxiety disorder, generalized anxiety disorder, and depression. A variety of

di↵erent models were built and benchmarked, and multiple models were found which

could screen participants for social anxiety disorder and depression with performance

that was significantly better than uninformative models. The best-performing models

screened for social anxiety disorder and depression with a mean AUROC of 0.67 and

0.73, respectively. One class of predictive model used — logistic regression — was then
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further analyzed in order to determine how features influenced the models’ outputs

and to compare and contrast the disorders in terms of their model structure. This

chapter culminates the work done to infer mental health from smartphone-collected

data. The next chapter provides a summary of the thesis and proposes future work

for research in this space.



Chapter 11

Conclusion

In this work, we have shown that objective data, passively collected from individuals’

smartphones, gives broad insight into individuals’ behaviors and activities. Further-

more, it was shown that some of these patterns of behaviors and activities are asso-

ciated with mental health to such a degree that it is possible to use them to screen

individuals for social anxiety disorder and depression.

While the ability to screen individuals for anxiety and depression is an achievement

in and of itself, this work has also taken key steps towards the overarching goal of

objectively quantifying and tracking mental health. While this goal is lofty and

seemingly distant, the challenges which were identified, studied, and solved in this

narrower formulation of the problem — objective screening for anxiety and depression

— are likely to also appear when pursuing the more general goal of the objective

quantification of broad mental health. The identification of these key challenges

and the methods developed to solve them, therefore, are all contributions to further

research in the field which are highlighted in this chapter.

11.1 Contributions

11.1.1 Exploration of Willingness to Consent to Smartphone-based As-

sessment of Mental Health

Given the potential for mobile technology to monitor patients’ mental health symp-

toms in a passive and pervasive way, it is helpful for researchers to understand how

patients may respond to requests for access to their personal data. While some may

see it as a foregone conclusion that individuals would consent to this, by noting

that mental health-related apps already exist and have user bases, it is however not

clear how many individuals in the general population would choose not to use such
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a system. One contribution of this work, described in Chapter 3, was a study which

surveyed a patient population for their willingness to consent to allowing smartphone

applications access their personal data for the purpose of tracking their mental health.

Key findings of this study were that 84% of respondents indicated partial or complete

willingness to install a mental health-monitoring application. Willingness to provide

data collection across di↵erent sources ranges from 18% to 46%, with more intrusive

or private sources of data being more likely to be withheld. These findings are not

restricted to mental health apps targeting any specific disorders, and as such o↵er

insight to the broad community of mental health researchers. We were among the

first to ask this kind of question, and others have followed suit, as it is an important

precursor to projects in the direction of this thesis. As of this printing, the research

article which first published these results [171] has been cited 29 times.

11.1.2 Passive Smartphone Data Collection System

Having identified the potential for smartphones to act as mobile sensing platforms,

and having also confirmed individuals’ willingness to engage with such technology, a

complete smartphone-based data collection system was built. This system, described

in Chapter 5, handles all steps in the data collection procedure from participant

enrollment, collection of both objective digital data and self-report mental health

measures, and secure storage of data. The objective digital data collected and stored

by this system could be employed in similar studies of other mental disorders by

simply exchanging the embedded self-report measures of anxiety and depression to

alternative measures as needed.

11.1.3 Remote, Anonymous, and Automated Study Design

Chapter 4 of this work contributes a general methodology which allows for data

collection from human participants in a manner that is remote, anonymous, and au-

tomated. The recruitment procedure, which utilizes an online recruitment platform,

can easily be scaled to recruit participants in much larger sizes than what was shown

in this work. This scalability is achieved through the combination of two necessary

components. Firstly, the existence of a large population of willing study participants,

which is o↵ered by the Prolific online recruitment platform. Equally as important,

however, is the ability of the data collection system to dynamically adapt to increasing

numbers of new participants without requiring research sta↵ to monitor the system

and manually provision new computing resources as necessary. This study design, in

conjunction with the complete data collection system, enables researchers to easily
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recruit large samples of participants without face-to-face contact, large numbers of

support sta↵, or computer system administrators.

11.1.4 Hypothesis-Driven Feature Engineering

One of the key goals of this work was the extraction of patterns from participants’

objective smartphone-collected data which were predictive of their symptoms of anx-

iety and depression. To this end, the diagnostic criteria and characteristics of these

disorders were studied and used to drive the design of novel features. While prior

works have not been oblivious to disorders’ characteristics when designing their fea-

tures, the links between disorders and hypothesized features have often been implicit

or sometimes lacking in references to theoretical foundations in the psychological

and/or psychiatric literature.

One contribution of this work has been the clear progression from disorder symp-

tomatology to hypotheses on how these symptoms might manifest in smartphone-

collected data. These hypotheses were then used to build mathematical formula-

tions of features which were designed to capture manifestations of these symptoms.

Finally, these features were extracted and associations between these features and

self-reported measures of anxiety and depression were discussed. This approach has

yielded a number of novel features which were found to have associations with social

anxiety and depression, included features derived from the volume of sounds in par-

ticipants’ environments. Not only are features such as Daily Similarity novel, they

have been extracted from a data stream — ambient audio volume — which have never

been analyzed in any prior work in this space. The Daily Similarity feature is one of

the many features designed in this fashion and presented in Chapters 7 through 9.

11.1.5 Predictive Modelling of Anxiety and Depression

Finally, to assess our progress towards the goal of building automated and objective

measures of anxiety and depression, several key features were used to build models

which predict participants’ screenings of social anxiety disorder, generalized anxiety

disorder, and depression. This predictive modelling, presented in Chapter 10, makes

a number of contributions. Firstly, it adds to prior work which has attempted predict

depression from smartphone-collected data, studying the same problem on a new

sample of participants and showing similar results in the prediction of depression.

Secondly, it is, to our knowledge, the first study which has attempted to predict

generalized anxiety disorder using smartphone-collected data. Finally, it is the first

study which has compared and contrasted how the same set of 8 features can be used
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to predict these three separate disorders. The analysis of this comparative modelling

has provided a number of insights which we believe will be important for future

work in this space, especially works which will attempt to model, predict, or measure

generalized anxiety disorder using smartphone-collected data.

11.2 Limitations

This section will present, at a high level, some of the threats to the validity of the

research and other limitations that should be addressed in future works.

The first general limitation of this work is centered upon the manner in which

features are used to infer relevant behaviors. While the link between behaviors and

mental state are generally well known and supported by the literature (by design),

the link between smartphone-collected data and behavior is less strong. In this work,

behaviors are inferred from digital data through feature engineering, but the inferred

behaviors have not been confirmed as being accurately representative of actual be-

haviors exhibited by participants. Consider, for example, the inference of the number

of locations visited from GPS data. What if, for example, an individual chose to

leave the home without bringing their smartphone with them? In such an instance,

the inferred behavior of the individual — no travel and no locations visited — would

not be truly representative of their actual behavior. Additionally, the analysis of

ambient spoken word is also impacted by the presence of words not uttered by the

participant under study (see Sections 9.2.5 and Sections 9.3.4 for in-depth discussions

of the limitations with bigram and voice activity data, respectively). One method

by which the validity of inferred behaviors could be assessed would be to conduct

studies where participants are asked to actively log their actual behaviors of interest,

and then compare inferred behaviors to actual behaviors to assess their validity.

A second limitation of this work is the reliance upon self-reported mental health

data. Self-reported data is practical from an operational perspective, but o↵ers a

less accurate assessment of mental state than clinician-administered measures. The

problem of inaccurate metrics of mental health state are not entirely solved by tran-

sitioning to clinician-administered tools. Indeed, this work is in part motivated by

the imperfection of standard clinical assessment. As such, this problem is somewhat

of a Catch-22, where we are motivated to produce better metrics, but in order to

assess the accuracy of any new metric, it is necessary to compare to imperfect gold

standards. Any metric which is a more accurate measure of mental health than the

gold standard will, for at least some individuals, produce scores which deviate from

the standard (by necessity), and this deviation will present as inaccuracy when com-
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paring these new scores to those produced by the gold standard. One solution to this

paradox would be to forgo trying to replicate the output produced by a gold stan-

dard in an observational study (such as this one), but instead determine if any new

candidate metric can detect response to treatment sooner than the gold standard in

a study which employs some intervention already proven to improve mental health.

A final limitation of this work is related to how its findings may be used in the

future to design interventions. One may conclude, for example, that since participants

in this study which traveled to more locations had weaker self-reported symptoms

of depression, that one intervention to treat depression is simply to make depressed

individuals travel more. Due to the purely observational nature of this study, however,

one cannot conclude that the correlation between the number of locations visited and

depression severity also implies a causal link between mobility and depression. A

more appropriate study design to test the e�cacy of such an intervention would

be a randomized control trial, where extrapolation of causality from results can be

made [172].

11.3 Future Work

There remain a number of di↵erent areas in which research towards objective measures

of mental health can be advanced. This section provides a discussion on some of the

these areas of exploration.

11.3.1 New Data Streams and Features

Research in this space, including this work, has not in any way exhaustively explored

the broad set of sources of digital data which may o↵er insight into individuals’

mental health. While further confirmatory studies will be necessary to establish a set

of reliably predictive features of anxiety and depression, exploratory studies which

seek to explore new data streams and new features should also be pursued.

One data stream which o↵ers a wealth of potential insight into mental state is

language, whether spoken or written (i.e., text messages or chats). This work has

performed some lexical analysis on spoken language, but with the emergence of mod-

ern natural language processing techniques, much more complex analyses of human

language are possible [173]. This could also be combined with speaker identification

techniques [174] which can distinguish between di↵erent speaking voices. This combi-

nation could allow future analyses to not only gain better insight into spoken language

in participants’ environments, but to also gain crucial contextual information about

which individual is speaking at any time, modelling relationship dynamics in individ-
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uals’ social lives. In addition to the words spoken and typed to other individuals, the

words typed into computer systems such as search engines can also be analyzed in a

similar fashion, as this data is likely to also contain relevant information.

Another key set of data which was not used in this work is physiological data.

Physiological data such as heart rate, body temperature, blood pressure, and elec-

trocardiogram (ECG) signals can be collected by wearable smart devices with accu-

racy close to that of professional high-end sensors [175]. This data is immediately

promising for the study of anxiety disorders, as prior work has shown some e�cacy

in assessing anxiety symptoms from physiological data [176]. The combined use of

features which capture physiological state with features which capture higher-level

behaviors and context (such as the features used in this work) may o↵er greater

accuracy in inferring mental health state. As an example of some of the potential

synergies in combining these classes of features, consider the study of social anxi-

ety disorder. Knowing that an individual is out of the home and interacting with

a stranger, as indicated by behavioral features like Speech Presence Ratio and Ex-

its from the Home, this may be an ideal time to inspect physiological data for the

presence of physiological stress or arousal.

11.3.2 Di↵erent Disorders and Transdiagnostic Features

Mental health is a broad space, of which anxiety disorders and depression are only

a small part. While research using passive sensing methodologies is underway in the

study of di↵erent disorders, including substance abuse [177], post-traumatic stress

disorder [167], bipolar disorder [178], and schizophrenia [179], these research e↵orts

are typically siloed to their respective disorders. It is, of course, necessary for these

studies to focus on a single disorder, given the complexity of the task and the large

number of unknowns.

Moving forward, however, studies which can apply the passive sensing methodol-

ogy to the simultaneous study of symptoms of multiple disorders will be very valuable.

Such studies may be able to uncover the presence of transdiagnostic features, features

which capture behaviors, states, or processes which underlie multiple disorders [180].

These transdiagnostic features could o↵er new ways of classifying, measuring, and

treating mental disorders that are not rooted in the traditional taxonomy of men-

tal disorders. Given the known and prominent comorbidity between many classes

of disorders, including mood and anxiety disorders [181], it is likely that there are

observable links between these disorders that could be captured by transdiagnostic

features. A better understanding of these transdiagnostic features and how they re-

late to the disorders may o↵er potential new avenues for understanding and treating
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comorbid disorders.

This work has taken a first step towards this, by simultaneously modelling social

anxiety disorder, generalized anxiety disorder, and depression (see Section 10.3). We

hope that this approach will be adopted by other researchers in exploring broad

associations between many other classes of disorders.

11.3.3 Supporting New Mobile Software and Hardware

Android-based smartphones were the sole mobile sensing platform used in this work.

Going forward, the ability to use smartphones as passive and persistent sensing plat-

forms is at risk, given the trend of vendors in limiting background processing and

preventing applications from accessing personal data. Alternative mobile software

and hardware may be necessary to collect this same data in the same manner as this

work, in the face of these restrictions. One alternative is the use of wearable devices

such as fitness bands and smart watches. These devices typically have battery-e�cient

hardware for passive sensor data collection, specifically with regards to audio and mo-

tion sensor data. The key challenge will be to identify which devices allow developers

to write custom software for those devices, such that they can access raw data in a

programmable and flexible way. Some smart wearable device vendors essentially act

as data custodians, only allowing developers to access user data through their own

web-based API, which does not grant free flexibility in data access.

11.3.4 Personalized Modelling

The modelling performed in this work operates on a group level, where information

extracted from all study participants is used to classify or label individuals’ mental

state. The general associations that exist within the broad group therefore are used

to make inferences about individuals.

A challenge in this approach is that the associations between features and out-

comes, say between Locations Visited and depression, may di↵er among individuals.

While on aggregate there may be a negative association between locations visited and

depression severity in the entire group, it may be the case that for some small sub-

group of individuals, their particular set of mental and physical characteristics cause

this particular relationship to di↵er in strength or even in direction. This subgroup

of individuals may be small enough not to exert a significant influence on the associ-

ation when measured with the entire group, yet the broad group-level association is

not representative of their particular subgroup’s, and therefore the group-level model

does not characterize them well.
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One approach that could improve predictive performance for such outliers would

be to identify these subgroups of outliers, and build models specifically for these

subgroups [182]. A new problem that emerges, then, is the identification of these par-

ticular subgroups. An alternate approach is to transition towards individual models

personalized to a single person (i.e., subgroups of size 1). A broad, group-level model

could act as a “draft” model for an individual. Then, during an initial recalibration

phase, this model could be personalized to an individual by observing a su�cient

quantity of their data over time to learn their baseline personal dynamics, in terms

of how their features relate to their mental health. This re-training or re-fitting pro-

cedure may rely on weeks or months of observational data from an individual. Going

forward, the personalized model could be used to detect changes from baseline mental

states. This approach could then, for example, detect when a healthy individual may

be developing a disorder or relapsing, if their personalized model was built during a

healthy period of their life. Alternatively, a personalized model may be able to detect

remission in individuals who have been living with a disorder for some time, if their

personalized model was built during a period in which they were su↵ering from a

disorder.

11.3.5 Enhanced Privacy

Future work in this space, in any direction, will certainly require larger sample sizes

of participants. One impediment to the recruitment of participants is likely the con-

cern that the deeply personal and private data collected throughout these studies

may become leaked to hackers or bad actors. Alternatively, even without leaks to

individuals outside the research sta↵, participants might object to researchers them-

selves having the ability to inspect their personal data. There are some avenues for

the enhancement of participant privacy that were not utilized in this work, but will

likely become necessary in the future.

Firstly, we note that, in this work and many prior works, participants’ raw data are

extracted from their smartphones and stored in centralized databases for later feature

extraction. This approach is excellent for experimentation, since having access to

the raw data (e.g., all location samples collected across time) enables researchers to

continually experiment with the development of new features derived from that data.

An alternative approach would be to determine ahead of time which features are to

be extracted from participants’ data, and have the software running on participants’

smartphones extract these features from their raw data. In this manner, only the

feature values are collected and stored by researchers, and not the raw sensor data,

which contains more information and therefore represents more of a privacy risk. As
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the research in this field matures and researchers land upon some commonly-used

features, such an approach may be go part way towards alleviating privacy concerns.

The recording of features only, and not the raw sensor data, still does not elim-

inate risks to participant privacy. These features are still, by design, indicative of

individuals mental state, and therefore represent patient information. An additional

safeguard to maintain privacy and build trust could be the adoption of an approach

called di↵erential privacy [183]. This emerging approach allows for the maintenance

of a database of patient information that allows for aggregate or group-level analy-

ses, without o↵ering any information on individuals. For example, a database which

maintains di↵erential privacy allows researchers to study associations between fea-

tures and self-reported mental health states, or use these features to build group-level

screening or diagnostic models, all without allowing researchers to specifically inspect

any one individual’s feature values or mental health scores. While individual analysis

is obviously necessary for something like a patient medical record or for individual-

ized modelling, group-level analysis — which is what is performed by many studies

— may su�ce.

11.4 Conclusion

This chapter has concluded the thesis by summarizing the key contributions of the

research and presenting some of the wide areas of opportunity for the further advance-

ment of research in this space. We hope that this nascent area of interdisciplinary

research continues to grow and gather input from many other researchers and subject

matter experts from the broader worlds of engineering, technology, ethics, psychology,

and psychiatry to help produce solutions which will ultimately aid those in need.
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GAD-7 
 

Over the last 2 weeks, how often have you   
  been bothered by the following problems? 

(Use “✔” to indicate your answer) 

Not 
at all 

Several 
days 

More than 
half the 

days 

Nearly 
every day

1.  Feeling nervous, anxious or on edge 0 1 2 3 

2.  Not being able to stop or control worrying 0 1 2 3 

3.  Worrying too much about different things 0 1 2 3 

4.  Trouble relaxing 0 1 2 3 

5.  Being so restless that it is hard to sit still 0 1 2 3 

6.  Becoming easily annoyed or irritable 0 1 2 3 

7.  Feeling afraid as if something awful  
     might happen 

0 1 2 3 

 
 
                                 (For office coding: Total Score T____   =    ____    +   ____    +   ____ ) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Developed by Drs. Robert L. Spitzer, Janet B.W. Williams, Kurt Kroenke and colleagues, with an 
educational grant from Pfizer Inc.  No permission required to reproduce, translate, display or distribute. 
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P A T I E N T  H E A L T H  Q U E S T I O N N A I R E -  8
( P H Q - 8 )

Over the last 2 weeks, how often have you been bothered 
by any of the following problems? 
(Use “✔” to indicate your answer) Not at all 

Several 
days 

More 
than half 
the days 

Nearly 
every 
day 

1. Little interest or pleasure in doing things 0 1 2 3

2. Feeling down, depressed, or hopeless 0 1 2 3

3. Trouble falling or staying asleep, or sleeping too much 0 1 2 3

4. Feeling tired or having little energy 0 1 2 3

5. Poor appetite or overeating 0 1 2 3

6. Feeling bad about yourself — or that you are a failure or
have let yourself or your family down 0 1 2 3

7. Trouble concentrating on things, such as reading the
newspaper or watching television 0 1 2 3

8. Moving or speaking so slowly that other people could have
noticed?  Or the opposite — being so fidgety or restless
that you have been moving around a lot more than usual

0 1 2 3

Developed by Drs. Robert L. Spitzer, Janet B.W. Williams, Kurt Kroenke and colleagues, with an educational grant from 
Pfizer Inc.  No permission required to reproduce, translate, display or distribute.     
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Research Study Interest Questionnaire 

Page 1 of 5 Version: July 22, 2016 
 

 

 

RESEARCH STUDY INTEREST QUESTIONNAIRE 
 

 

Here at the S.T.A.R.T. Clinic we are conducting research, along with a team of researchers from 
the University of Toronto, about a new way to measure social anxiety. This new method of 
measuring social anxiety would use a smartphone app that would be given alongside, or would 
entirely replace, the questionnaire-based methods that you may have already seen or filled out. 
This app would gather and record information from your phone to look at the activities in your 
day-to-day life that are relevant to a person’s level of social anxiety. The app would then share 
some of the relevant information with your doctor to allow them to better diagnose problems and 
prescribe treatment. While we believe this application can help both patients and doctors, we also 
understand that this technology has the potential to impact peoples’ privacy. 

To help better understand how this technology can be developed to improve clinical care while 
also respecting peoples’ right to privacy, we would greatly appreciate if you could answer some 
questions regarding this app. We are not asking you to use such an app or to enroll in any studies 
or trials, we are only interested in your thoughts and opinions on how you would feel about using 
it. Please be assured your responses will be treated as confidential, will not become part of your 
personnel file, and will in no way affect any treatment that you receive here at the S.T.A.R.T. 
clinic. 

 

The first 3 questions are more general questions regarding your use of smartphones. 

For each question, please circle your answer and provide additional information, if necessary. 

 

1. Do you own a smartphone and use it daily? 
a. Yes 
b. Yes, but I don’t use it daily. 
c. No 

 
2. Do you connect to the Internet on your smartphone, either using a mobile data plan or 

WiFi? 
a. Yes 
b. No 
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Research Study Interest Questionnaire 

Page 2 of 5 Version: July 22, 2016 
 

3. Would you be willing to install and use a smartphone app to help your doctor better 
diagnose mental health problems and/or provide treatment? 

a. Yes. 
b. Maybe, but I would need to know more information first. 
c. No 
d. Other- specify:                                                                                                                                                                                                                                        

 

The next series of questions will ask you how willing you would be to share certain pieces of 
private information with doctors and the research team through the smartphone app. Please note, 
that in each case, the information would only be shared with doctors here at the START Clinic 
and a research team from the University of Toronto for the purpose of developing the 
technology. The data would be stored securely and you would be able to have it deleted at any 
time should you so choose. 

For each question, please circle your answer and provide additional information, if necessary. 

4. Would you be willing to have the app collect and share your location? This would use 
your smartphone’s GPS and would pinpoint your location on a map from time to time 
throughout the day. 

a. Yes, I would be willing to have the app collect and share this information. 

b. I might be willing, but would need more information from my doctor first. 

c. No, I would not be willing to have the app collect and share this information. 

d. Other- specify:                                                                                                                                                                                                                                        

 
 

5. Would you be willing to have the app record the number of contacts you call or send 
SMS (text messages) to, and the dates & times when you phone or text them? The 
identities of your contacts would be not be shared. 

a. Yes, I would be willing to have the app collect and share this information. 

b. I might be willing, but would need more information from my doctor first. 

c. No, I would not be willing to have the app collect and share this information. 

d. Other- specify:                                                                                                                                                                                                                                                             
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Research Study Interest Questionnaire 

Page 3 of 5 Version: July 22, 2016 
 

6. Would you be willing to have the app read the contents of your text messages to look for 
keywords related to mental health? For example, looking for the usage of words like 
“tired”, “depressed”, or “happy”. The whole text messages would not be shared, only 
detected keywords. 

a. Yes, I would be willing to have the app collect and share this information. 

b. I might be willing, but would need more information from my doctor first. 

c. No, I would not be willing to have the app collect and share this information. 

d. Other- specify:                                                                                                                                                                                                      

 

7.  Would you be willing to have the app record every time you create a calendar entry in 
your calendar app? The specifics of the calendar entry or event would not be shared, only 
the date & time that you create or modify it. 

a. Yes, I would be willing to have the app collect and share this information. 

b. I might be willing, but would need more information from my doctor first. 

c. No, I would not be willing to have the app collect and share this information. 

d. Other- specify:                                                                                                                                                                                                                                        

 
8. Would you be willing to have the app record every time you turn on or off your phone’s 

screen (using the “power” or “lock” button)? 
a. Yes, I would be willing to have the app collect and share this information. 

b. I might be willing, but would need more information from my doctor first. 

c. No, I would not be willing to have the app collect and share this information. 

d. Other- specify:                                                                                                                                                                                                                                        

 
 

9. Would you be willing to have the app use its sensors to try and detect if and when you are 
walking, running, in a car, or standing still?  

a. Yes, I would be willing to have the app collect and share this information. 

b. I might be willing, but would need more information from my doctor first. 

c. No, I would not be willing to have the app collect and share this information. 

d. Other- specify:                                                                                                                                                                                                                                        
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Page 4 of 5 Version: July 22, 2016 
 

10. Would you be willing to have the app occasionally turn on and use the phone’s 
microphone to record the sounds of your surroundings? This audio would be used by the 
app to try and classify your surrounding as loud, quiet, or busy, but it would not attempt 
to recognize any words that you or people around you speak, nor would it be listened to 
by humans. It would not record your phone calls, only ambient audio from time to time 
when you are not making a phone call  

a. Yes, I would be willing to have the app collect and share this information. 

b. I might be willing, but would need more information from my doctor first. 

c. No, I would not be willing to have the app collect and share this information. 

d. Other- specify:                                                                                                                      

                                                                                                                                                    

11. Consider the same scenario as question 10, but in this case the app will also detect and 
recognize specific words being spoken aloud by you or anyone else present in the 
recording. The app would attempt to recognize specific keywords like “tired”, 
“depressed”, or “happy”. This speech recognition would be done in software by the app 
and the audio will never be listened to by humans. 

a. Yes, I would be willing to have the app collect and share this information. 

b. I might be willing, but would need more information from my doctor first. 

c. No, I would not be willing to have the app collect and share this information. 

d. Other- specify:                                                                                                                                                                                          

 

12. Consider the same scenario as question 11, but in this case the app is also able to perform 
any software-based processing to the recorded audio in order detect things that may be 
relevant to your mental health. This processing (in whatever form) would be done in 
software by the app and the audio recordings will never be listened to by humans, nor 
will humans ever read a transcript of the recordings. 

a. Yes, I would be willing to have the app collect and share this information. 

b. I might be willing, but would need more information from my doctor first. 

c. No, I would not be willing to have the app collect and share this information. 

d. Other- specify:                                                                                                                                                                                                                                        
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Research Study Interest Questionnaire 

Page 5 of 5 Version: July 22, 2016 
 

The last question is a general question related to your use of smartphones. Please circle your 
answer and provide additional information, if necessary. 

 

13. What type of phone do you use daily? If you use multiple phones (work and personal), 
please select whichever corresponds to your personal phone. 

a. iPhone 

b. Android  

c. Blackberry 

d. Windows mobile phone 

e. Other- specify:                                                                                                                                                            
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Appendix E

Correlations Between Bigram

Features and Mental Health

Measures

LIWC Category
LSAS GAD-7 PHQ-8 SDS

r P r P r P r P

achieve -0.10 0.3784 -0.03 0.8133 -0.08 0.4673 -0.06 0.5638

adj 0.00 0.9734 -0.02 0.8271 -0.03 0.7622 -0.20 0.0678

adverb 0.08 0.4724 0.07 0.5251 0.14 0.2044 0.05 0.6224

a↵ect -0.15 0.1753 -0.07 0.5419 -0.05 0.6308 -0.10 0.3558

a�liation 0.00 0.9718 -0.02 0.8589 -0.06 0.6096 0.06 0.5606

anger -0.13 0.2498 0.07 0.5368 0.11 0.2943 -0.01 0.9002

anx 0.04 0.6924 -0.08 0.4742 -0.04 0.7077 0.01 0.9553

article 0.19 0.0867 0.10 0.3683 0.03 0.7647 0.01 0.8943

auxverb 0.07 0.5411 0.04 0.6923 0.12 0.2529 0.05 0.6158

bio -0.12 0.2641 -0.23 0.0361 -0.15 0.1815 -0.11 0.2952

body -0.04 0.7041 -0.10 0.3752 -0.04 0.6869 -0.02 0.8525

cause 0.02 0.8416 0.02 0.8203 -0.05 0.6233 -0.07 0.5330

certain -0.07 0.5120 0.08 0.4538 0.08 0.4507 -0.02 0.8591

cogproc -0.04 0.7309 0.13 0.2416 0.16 0.1404 0.05 0.6640

compare 0.01 0.9551 0.14 0.2085 0.06 0.5896 -0.03 0.7692

conj -0.06 0.5860 0.08 0.4436 0.04 0.7411 0.04 0.6974

death 0.32 0.0023 0.27 0.0119 0.41 0.0001 0.28 0.0086

di↵er 0.02 0.8396 0.09 0.4160 0.17 0.1254 0.09 0.3923

discrep -0.05 0.6227 0.03 0.8155 0.07 0.5222 0.01 0.9153
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Table E.1 continued from previous page

LIWC Category
LSAS GAD-7 PHQ-8 SDS

r P r P r P r P

drives -0.16 0.1409 -0.21 0.0540 -0.18 0.0953 -0.07 0.5175

family 0.14 0.2118 0.12 0.2548 0.15 0.1650 0.19 0.0725

feel -0.04 0.7025 -0.16 0.1433 -0.10 0.3382 -0.10 0.3470

female 0.12 0.2633 0.11 0.3310 0.16 0.1365 0.13 0.2351

focusfuture -0.15 0.1664 -0.18 0.0989 -0.11 0.3081 0.00 0.9869

focuspast 0.06 0.5608 0.02 0.8869 0.10 0.3752 -0.03 0.8011

focuspresent -0.01 0.8975 -0.01 0.8961 0.10 0.3400 0.09 0.4069

friend 0.06 0.6038 0.26 0.0159 0.15 0.1703 0.24 0.0263

function 0.07 0.5064 0.18 0.0926 0.24 0.0247 0.15 0.1795

health 0.11 0.3254 -0.18 0.1053 -0.18 0.1068 -0.07 0.4966

hear 0.04 0.6916 0.05 0.6272 0.03 0.8094 0.03 0.7782

home -0.31 0.0033 -0.12 0.2619 -0.24 0.0279 -0.03 0.7703

i -0.06 0.5547 0.00 0.9897 0.11 0.3008 0.01 0.9559

ingest -0.06 0.5701 -0.18 0.0938 -0.13 0.2337 -0.03 0.7824

insight -0.07 0.5406 0.11 0.3126 0.09 0.4300 0.00 0.9970

interrog 0.01 0.9393 0.03 0.7903 0.05 0.6617 -0.01 0.9578

ipron 0.00 0.9661 0.08 0.4459 0.15 0.1628 0.09 0.4246

leisure -0.02 0.8668 -0.13 0.2476 -0.09 0.3914 0.02 0.8563

male 0.12 0.2535 0.15 0.1549 0.15 0.1661 0.11 0.2970

money -0.17 0.1080 -0.14 0.1950 -0.19 0.0779 -0.21 0.0559

motion 0.01 0.8947 -0.05 0.6720 0.07 0.5118 0.19 0.0774

negate -0.06 0.5900 0.02 0.8843 0.18 0.1001 0.23 0.0325

negemo -0.11 0.3209 0.09 0.4156 0.15 0.1652 0.04 0.7194

number 0.06 0.5637 -0.03 0.7695 -0.05 0.6178 -0.07 0.4952

percept 0.20 0.0674 0.01 0.9463 0.02 0.8880 0.03 0.8178

posemo -0.10 0.3656 -0.15 0.1569 -0.18 0.0907 -0.16 0.1460

power -0.04 0.7110 -0.01 0.9231 0.05 0.6672 0.04 0.7372

ppron -0.03 0.7936 0.03 0.7514 0.15 0.1803 0.07 0.5257

prep 0.06 0.6022 0.24 0.0293 0.14 0.2077 0.09 0.4010

pronoun -0.02 0.8640 0.06 0.5708 0.18 0.0924 0.09 0.4061

quant -0.06 0.5885 0.02 0.8290 -0.08 0.4539 -0.05 0.6624

relativ 0.02 0.8510 -0.22 0.0448 -0.07 0.5223 -0.03 0.7639

relig 0.19 0.0862 0.06 0.5755 0.10 0.3622 0.15 0.1723
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Table E.1 continued from previous page

LIWC Category
LSAS GAD-7 PHQ-8 SDS

r P r P r P r P

reward -0.17 0.1206 -0.29 0.0069 -0.22 0.0429 -0.10 0.3407

risk -0.10 0.3510 -0.13 0.2498 -0.08 0.4583 -0.01 0.9624

sad -0.06 0.6135 0.07 0.5083 0.17 0.1262 0.06 0.5841

see 0.31 0.0034 0.04 0.7467 0.08 0.4848 0.04 0.7299

sexual -0.24 0.0237 -0.08 0.4915 -0.04 0.7399 -0.16 0.1475

shehe 0.13 0.2446 0.08 0.4587 0.11 0.2973 0.01 0.9109

social 0.02 0.8690 0.12 0.2630 0.11 0.3318 0.14 0.1978

space 0.06 0.5759 -0.14 0.2139 -0.12 0.2756 -0.12 0.2917

tentat 0.03 0.8093 0.05 0.6320 0.14 0.1918 0.06 0.5923

they 0.08 0.4495 0.13 0.2438 0.10 0.3515 0.12 0.2849

time -0.03 0.8046 -0.20 0.0630 -0.03 0.7497 -0.06 0.6064

verb 0.03 0.7770 0.00 0.9727 0.13 0.2214 0.08 0.4540

we 0.05 0.6477 0.00 0.9723 0.02 0.8447 0.06 0.5862

work -0.12 0.2823 0.10 0.3373 -0.06 0.5986 -0.08 0.4649

you -0.11 0.3250 -0.03 0.7572 0.00 0.9910 0.07 0.5444

Table E.1: Correlations between word-usage rates (in each LIWC category) and mental health
measures.



Appendix F

R Script for Classification Model

Benchmarking

1 s e t . seed (1 )

2 l i b r a r y ( here )

3 l i b r a r y ( ”data . t ab l e ” )

4 l i b r a r y ( ”mlr3” )

5 l i b r a r y ( ”mlr3tuning ” )

6 l i b r a r y ( ”m l r 3 l e a rne r s ” )

7 l i b r a r y ( ”m l r 3p i p e l i n e s ” )

8 l i b r a r y ( ” m l r 3 f i l t e r s ” )

9 l i b r a r y ( ”mlr3v iz ” )

10 l i b r a r y ( ”mlr3misc ” )

11 l i b r a r y ( ” ggp lot2 ” )

12 l i b r a r y ( ”paradox” )

13 l i b r a r y ( ”glmnet” )

14 l i b r a r y ( ” igraph ” )

15 l i b r a r y ( ”glmnet” )

16 l i b r a r y ( ” imputeMiss ings ” )

17 l i b r a r y ( ” smotefamily ” )

18

19 ########################

20 # FUNCTION DEFINITIONS #

21 ########################

22 co r r e c t ed repeated k f o ld cv t e s t <− f unc t i on (a , b , n , k ) {
23 # ’a ’ and ’b ’ are v e c t o r s

24 i f ( l ength ( a ) != length ( a ) ) {
25 stop ( ”unequal number o f ob s e rva t i on s ” )

26 }
27 n1 <− k − 1

28 n2 <− 1

29 d i f f s <− a − b

30 t <− ( (1 / (k∗n) ) ∗ sum( d i f f s ) ) / sq r t ( (1 / (k∗n) + n2/n1 ) ∗var ( d i f f s ) )

31 # one−t a i l e d pvalue s i n c e AUC can only be >= 0 .5 , not below

32 p <− pt(−abs ( t ) , d f=k∗n−1, lower . t a i l = TRUE)

33 output <− l i s t ( t s t a t i s t i c=t , p va l=p)

34 }
35
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36 ################

37 # SCRIPT START #

38 ################

39

40 # se t up logg ing

41 requireNamespace ( ” l g r ” )

42 l o gg e r = l g r : : get l o gg e r ( ”mlr3” )

43 l o gg e r $ s e t th r e sho ld ( ” i n f o ” )

44 t f = t emp f i l e ( ”mlr3 log ” , f i l e e x t = ” . txt ” )

45 l o gg e r $add appender ( l g r : : AppenderFile$new( t f ) )

46

47 # turn on p a r a l l e l i z a t i o n

48 f u tu r e : : plan ( ”mu l t ip roce s s ” )

49

50 # read in data

51 data = read . csv ( here ( ” da ta s e t s ” , ” c l a s s i f data some miss ing . csv ” ) )

52

53 # convert l a b e l s to f a c t o r data

54 data$MDD <− as . f a c t o r ( data$MDD)

55 data$SAD <− as . f a c t o r ( data$SAD)

56 data$GAD <− as . f a c t o r ( data$GAD)

57 skimr : : skim ( data )

58

59 # can only do r e g r e s s i o n with 1 output − drop a l l s c a l e s but one

60 sad data = subset ( data , s e l e c t = −c (GAD, MDD) )

61 gad data = subset ( data , s e l e c t = −c (SAD, MDD) )

62 mdd data = subset ( data , s e l e c t = −c (GAD, SAD) )

63

64 # bui ld c l a s s i f i c a t i o n task f o r each s c a l e

65 sad task = TaskCla s s i f $new( id = ”SAD” , backend = sad data , t a r g e t = ”SAD” , p o s i t i v e =

”Fal se ” )

66 gad task = TaskCla s s i f $new( id = ”GAD” , backend = gad data , t a r g e t = ”GAD” , p o s i t i v e =

”Fal se ” )

67 mdd task = TaskCla s s i f $new( id = ”MDD” , backend = mdd data , t a r g e t = ”MDD” , p o s i t i v e =

”Fal se ” )

68 my task i d s = c ( ”SAD” , ”GAD” , ”MDD” )

69

70 # enable s t r a t i f i e d sampling :

71 # Fir s t , the ob s e rva t i on s are d iv ided in to subpopulat ions based on

72 # the c l a s s v a r i a b l e . Then , sampling i s done in each o f the two subpopulat ions

73 # sepe r a t e l y to maintain c l a s s ba lance

74 sad task $ c o l r o l e s $ stratum = sad task $ c o l r o l e s $ t a r g e t

75 gad task $ c o l r o l e s $ stratum = gad task $ c o l r o l e s $ t a r g e t

76 mdd task $ c o l r o l e s $ stratum = mdd task $ c o l r o l e s $ t a r g e t

77

78 # resampl ing and autotuning s e t t i n g s

79 n repea t s <− 20

80 k inner <− 5

81 k outer <− 5

82 max eva l s <− 20

83 metr ic = msr ( ” c l a s s i f . l o g l o s s ” )

84

85 # MODEL DEFINITIONS

86
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87 # 0: ba s e l i n e model − no f e a t u r e s

88 l e a r n e r no f ea t = l rn ( ” c l a s s i f . f e a t u r e l e s s ” )

89 l e a r n e r no f ea t $ p r ed i c t type = ”prob”

90 l e a r n e r no f ea t $ id = ” Fea tu r e l e s s ”

91

92 # 1: c l a s s i f i c a t i o n t r e e

93 f e a t s c a l e t r e e = po ( ” s c a l e ” , param va l s = l i s t ( c en t e r=TRUE, s c a l e=TRUE) )

94 l e a r n e r t r e e = l rn ( ” c l a s s i f . rpa r t ” , p r ed i c t type = ”prob” )

95 t r e e graph = f e a t s c a l e t r e e %>>% po ( ” imputemedian” ) %>>% l e a r n e r t r e e

96 t r e e g l = GraphLearner$new( t r e e graph )

97 t r e e ps = ParamSet$new( l i s t (

98 ParamInt$new( ” c l a s s i f . rpa r t . m in sp l i t ” , lower = 1 , upper = 20)

99 ) )

100 t r e e at = AutoTuner$new(

101 l e a r n e r = t r e e gl ,

102 resampl ing = rsmp ( ”cv” , f o l d s = k inner ) ,

103 measure = metric ,

104 search space = t r e e ps ,

105 terminator = trm( ” eva l s ” , n eva l s = 1∗max eva l s ) ,

106 tuner = tnr ( ” g r id search ” , r e s o l u t i o n = 20) ,

107 s t o r e tuning in s t ance = FALSE,

108 s t o r e benchmark r e s u l t = FALSE,

109 s t o r e models = FALSE

110 )

111 t r e e at $ id = ”Dec i s ionTree ”

112

113 # 2: Linear Discr iminant Ana lys i s

114 f e a t s c a l e lda = po ( ” s c a l e ” , param va l s = l i s t ( c en t e r=TRUE, s c a l e=TRUE) )

115 l e a r n e r lda = l rn ( ” c l a s s i f . lda ” , p r ed i c t type = ”prob” )

116 lda graph = f e a t s c a l e lda %>>% po ( ” imputemedian” ) %>>% l e a r n e r lda

117 lda g l = GraphLearner$new( lda graph )

118 lda g l $ id = ”LDA”

119

120 # 3: l o g i s t i c r e g r e s s i o n

121 f e a t s c a l e l o g r e g = po ( ” s c a l e ” , param va l s = l i s t ( c en t e r=TRUE, s c a l e=TRUE) )

122 smote l o g r e g = po ( ”smote” , dup s i z e = 1)

123 f e a t impute1 = po ( ” imputemedian” )

124 l e a r n e r l o g r e g = l rn ( ” c l a s s i f . l og reg ” , p r ed i c t type = ”prob” )

125 l o g r e g graph = f e a t s c a l e l o g r e g %>>% f e a t impute1 %>>% l e a r n e r l o g r e g

126 l og reg g l = GraphLearner$new( l og r e g graph )

127 l og reg g l $ id = ” Log i s t i cReg r e s s i on ”

128

129 # 4: l o g i s t i c r e g r e s s i o n w/ LASSO

130 enet l e a r n e r = l rn ( ” c l a s s i f . cv glmnet” , p r ed i c t type=”prob” , alpha=1, s tandard i z e=

FALSE)

131 enet pv = enet l e a r n e r $param se t $ va lue s

132 enet pv$ r e l a x = TRUE

133 enet pv$ n f o l d s = 3

134 enet l e a r n e r $param se t $ va lue s = enet pv

135 enet l e a r n e r $param se t

136 enet graph = po ( ” imputemedian” ) %>>% enet l e a r n e r

137 enet g l = GraphLearner$new( enet graph )

138 enet g l $ id = ”Ela s t i cNet ”

139
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140 # 5: naive bayes

141 f e a t s c a l e = po ( ” s c a l e ” , param va l s = l i s t ( c en t e r=TRUE, s c a l e=TRUE) )

142 f e a t impute1 = po ( ” imputemedian” )

143 l e a r n e r nb = l rn ( ” c l a s s i f . na ive bayes ” , p r ed i c t type = ”prob” )

144 nb graph = f e a t s c a l e %>>% po ( ” imputemedian” ) %>>% l e a r n e r nb

145 naive bayes g l = GraphLearner$new(nb graph )

146 naive bayes g l $ id = ”NaiveBayes”

147

148 # 6: Random Forest − standard t r e e s

149 f e a t s c a l e f o r e s t fd = po ( ” s c a l e ” , param va l s = l i s t ( c en t e r=TRUE, s c a l e=TRUE) )

150 l e a r n e r f o r e s t fd = l rn ( ” c l a s s i f . ranger ” , importance = ”permutation ” , p r ed i c t type =

”prob” ,

151 max . depth = 0)

152 l e a r n e r f o r e s t fd $param se t

153 f o r e s t fd graph = f e a t s c a l e f o r e s t fd %>>% po ( ” imputemedian” ) %>>% l e a r n e r f o r e s t fd

154 f o r e s t fd g l = GraphLearner$new( f o r e s t fd graph )

155 f o r e s t fd ps = ParamSet$new( l i s t (

156 ParamInt$new( ” c l a s s i f . ranger .num. t r e e s ” , lower = 10 , upper = 1000) ,

157 ParamInt$new( ” c l a s s i f . ranger . mtry” , lower = 1 , upper = 8)

158 ) )

159 f o r e s t fd at = AutoTuner$new(

160 l e a r n e r = f o r e s t fd gl ,

161 resampl ing = rsmp ( ”cv” , f o l d s = k inner ) ,

162 measure = metric ,

163 search space = f o r e s t fd ps ,

164 terminator = trm( ” eva l s ” , n eva l s = 2∗max eva l s ) ,

165 tuner = tnr ( ”random search ” ) ,

166 s t o r e tuning in s t ance = FALSE,

167 s t o r e benchmark r e s u l t = FALSE,

168 s t o r e models = FALSE

169 )

170 f o r e s t fd at $ id = ”RF FullDepth”

171

172 # 7: Random Forest − stumps

173 f e a t s c a l e f o r e s t stumps = po ( ” s c a l e ” , param va l s = l i s t ( c en t e r=TRUE, s c a l e=TRUE) )

174 l e a r n e r f o r e s t stumps = l rn ( ” c l a s s i f . ranger ” , importance = ”permutation ” , p r ed i c t

type = ”prob” ,

175 max . depth = 1)

176 l e a r n e r f o r e s t stumps$param se t

177 f o r e s t stumps graph = f e a t s c a l e f o r e s t stumps %>>% po ( ” imputemedian” ) %>>% l e a r n e r

f o r e s t stumps

178 f o r e s t stumps g l = GraphLearner$new( f o r e s t stumps graph )

179 f o r e s t stumps ps = ParamSet$new( l i s t (

180 ParamInt$new( ” c l a s s i f . ranger .num. t r e e s ” , lower = 10 , upper = 500) ,

181 ParamInt$new( ” c l a s s i f . ranger . mtry” , lower = 1 , upper = 4)

182 ) )

183 f o r e s t stumps at = AutoTuner$new(

184 l e a r n e r = f o r e s t stumps gl ,

185 resampl ing = rsmp ( ”cv” , f o l d s = k inner ) ,

186 measure = metric ,

187 search space = f o r e s t stumps ps ,

188 terminator = trm( ” eva l s ” , n eva l s = 2∗max eva l s ) ,

189 tuner = tnr ( ”random search ” ) ,

190 s t o r e tuning in s t ance = FALSE,
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191 s t o r e benchmark r e s u l t = FALSE,

192 s t o r e models = FALSE

193 )

194 f o r e s t stumps at $ id = ”RF Stumps”

195

196 # 8: l i n e a r ke rne l SVM

197 f e a t s c a l e svm = po ( ” s c a l e ” , param va l s = l i s t ( c en t e r=TRUE, s c a l e=TRUE) )

198 l i n e a r svm = l rn ( ” c l a s s i f . svm” , type = ”C−c l a s s i f i c a t i o n ” ,

199 p r ed i c t type = ”prob” , k e rne l = ” l i n e a r ” , id=”svm l i n e a r ” )

200 l i n e a r svm graph = f e a t s c a l e svm %>>% po ( ” imputemedian” ) %>>% l i n e a r svm

201 l i n e a r svm g l = GraphLearner$new( l i n e a r svm graph )

202 l i n e a r svm ps = ParamSet$new( l i s t (

203 ParamDbl$new( ”svm l i n e a r . co s t ” , lower = 0 . 1 , upper = 10 . 0 )

204 ) )

205 l i n e a r svm at = AutoTuner$new(

206 l e a r n e r = l i n e a r svm gl ,

207 resampl ing = rsmp ( ”cv” , f o l d s = k inner ) ,

208 measure = metric ,

209 search space = l i n e a r svm ps ,

210 terminator = trm( ” eva l s ” , n eva l s = 1∗max eva l s ) ,

211 tuner = tnr ( ”random search ” ) ,

212 s t o r e tuning in s t ance = FALSE,

213 s t o r e benchmark r e s u l t = FALSE,

214 s t o r e models = FALSE

215 )

216 l i n e a r svm at $ id = ”SVM Linear ”

217

218 # 9: polynomial k e rne l SVM

219 f e a t s c a l e svm = po ( ” s c a l e ” , param va l s = l i s t ( c en t e r=TRUE, s c a l e=TRUE) )

220 polynomial svm = l rn ( ” c l a s s i f . svm” , type = ”C−c l a s s i f i c a t i o n ” ,

221 p r ed i c t type = ”prob” , k e rne l = ”polynomial ” , id=”svm polynomial ” )

222 polynomial svm graph = f e a t s c a l e svm %>>% po ( ” imputemedian” ) %>>% polynomial svm

223 polynomial svm g l = GraphLearner$new( polynomial svm graph )

224 polynomial svm ps = ParamSet$new( l i s t (

225 ParamDbl$new( ”svm polynomial . gamma” , lower = 0 . 1 , upper = 10 . 0 ) ,

226 ParamDbl$new( ”svm polynomial . c o s t ” , lower = 0 . 1 , upper = 10 . 0 ) ,

227 ParamInt$new( ”svm polynomial . degree ” , lower = 2 , upper = 3)

228 ) )

229 polynomial svm at = AutoTuner$new(

230 l e a r n e r = polynomial svm gl ,

231 resampl ing = rsmp ( ”cv” , f o l d s = k inner ) ,

232 measure = metric ,

233 search space = polynomial svm ps ,

234 terminator = trm( ” eva l s ” , n eva l s = 3∗max eva l s ) ,

235 tuner = tnr ( ”random search ” ) ,

236 s t o r e tuning in s t ance = FALSE,

237 s t o r e benchmark r e s u l t = FALSE,

238 s t o r e models = FALSE

239 )

240 polynomial svm at $ id = ”SVM Polynomial ”

241

242 # 10 : RBF ke rne l SVM

243 f e a t s c a l e svm = po ( ” s c a l e ” , param va l s = l i s t ( c en t e r=TRUE, s c a l e=TRUE) )

244 r a d i a l svm = l rn ( ” c l a s s i f . svm” , type = ”C−c l a s s i f i c a t i o n ” ,
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245 p r ed i c t type = ”prob” , k e rne l = ” r a d i a l ” , id=”svm r ad i a l ” )

246 r a d i a l svm graph = f e a t s c a l e svm %>>% po ( ” imputemedian” ) %>>% rad i a l svm

247 r a d i a l svm g l = GraphLearner$new( r a d i a l svm graph )

248 r a d i a l svm ps = ParamSet$new( l i s t (

249 ParamDbl$new( ”svm r ad i a l . c o s t ” , lower = 0 . 1 , upper = 10 . 0 ) ,

250 ParamDbl$new( ”svm r ad i a l . gamma” , lower = 0 . 1 , upper = 10 . 0 )

251 ) )

252 r a d i a l svm at = AutoTuner$new(

253 l e a r n e r = r ad i a l svm gl ,

254 resampl ing = rsmp ( ”cv” , f o l d s = k inner ) ,

255 measure = metric ,

256 search space = r ad i a l svm ps ,

257 terminator = trm( ” eva l s ” , n eva l s = 2∗max eva l s ) ,

258 tuner = tnr ( ”random search ” ) ,

259 s t o r e tuning in s t ance = FALSE,

260 s t o r e benchmark r e s u l t = FALSE,

261 s t o r e models = FALSE

262 )

263 r a d i a l svm at $ id = ”SVM RBF”

264

265 # 11 : s igmoid ke rne l SVM

266 f e a t s c a l e svm = po ( ” s c a l e ” , param va l s = l i s t ( c en t e r=TRUE, s c a l e=TRUE) )

267 s igmoid svm = l rn ( ” c l a s s i f . svm” , type = ”C−c l a s s i f i c a t i o n ” ,

268 p r ed i c t type = ”prob” , k e rne l = ” sigmoid ” , id=”svm sigmoid ” )

269 s igmoid svm graph = f e a t s c a l e svm %>>% po ( ” imputemedian” ) %>>% sigmoid svm

270 s igmoid svm g l = GraphLearner$new( sigmoid svm graph )

271 s igmoid svm ps = ParamSet$new( l i s t (

272 ParamDbl$new( ”svm sigmoid . co s t ” , lower = 0 . 1 , upper = 10 . 0 ) ,

273 ParamDbl$new( ”svm sigmoid . gamma” , lower = 0 . 1 , upper = 10 . 0 )

274 ) )

275 s igmoid svm at = AutoTuner$new(

276 l e a r n e r = sigmoid svm gl ,

277 resampl ing = rsmp ( ”cv” , f o l d s = k inner ) ,

278 measure = metric ,

279 search space = sigmoid svm ps ,

280 terminator = trm( ” eva l s ” , n eva l s = 2∗max eva l s ) ,

281 tuner = tnr ( ”random search ” ) ,

282 s t o r e tuning in s t ance = FALSE,

283 s t o r e benchmark r e s u l t = FALSE,

284 s t o r e models = FALSE

285 )

286 s igmoid svm at $ id = ”SVM Sigmoid”

287

288 # de f i n e t r a i n and t e s t us ing nested resampl ing

289 des ign = benchmark g r id (

290 ta sk s = l i s t ( sad task , gad task , mdd task ) ,

291 l e a r n e r s = l i s t ( l e a r n e r nofeat , l og reg gl , lda gl , t r e e at , f o r e s t fd at ,

292 f o r e s t stumps at , l i n e a r svm at , s igmoid svm at , enet gl , na ive bayes g l ) ,

293 re sampl ings = rsmp ( ” repeated cv” , r epea t s = n repeats , f o l d s = k outer )

294 )

295

296 # run the whole s e t o f models

297 bmr = benchmark ( des ign , s t o r e models = FALSE)

298
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299 # get performance measures

300 measures = msrs ( c ( ” c l a s s i f . ce ” , ” c l a s s i f . tpr ” , ” c l a s s i f . tnr ” , ” c l a s s i f . auc” ) )

301 performances = bmr$ aggregate ( measures )

302 pe r f t ab l e = performances [ , c ( ” task id ” , ” l e a r n e r id ” , ” c l a s s i f . ce ” ,

303 ” c l a s s i f . tpr ” , ” c l a s s i f . tnr ” , ” c l a s s i f . auc” ) ]

304

305 # do my own aggregat i on o f r e s u l t s to get stddev o f AUC sco r e s and perform

306 # t−t e s t to compare to f e a t u r e l e s s model

307 pr in t (bmr$ s c o r e ( measures ) )

308 a l l s c o r e s = bmr$ s c o r e ( measures ) [ , c ( ” task id ” , ” l e a r n e r id ” , ” c l a s s i f . auc” ) ]

309 a l l s c o r e s [ , AUC STDEV := sd ( c l a s s i f . auc ) , by=l i s t ( task id , l e a r n e r id ) ]

310 a l l s c o r e s [ , t := co r r e c t ed repeated k f o ld cv t e s t ( c l a s s i f . auc , rep ( 0 . 5 , n r epea t s ∗k
outer ) , n repeats , k outer ) [ 1 ] , by=l i s t ( task id , l e a r n e r id ) ]

311 a l l s c o r e s [ , p := co r r e c t ed repeated k f o ld cv t e s t ( c l a s s i f . auc , rep ( 0 . 5 , n r epea t s ∗k
outer ) , n repeats , k outer ) [ 2 ] , by=l i s t ( task id , l e a r n e r id ) ]

312

313 # jo i n extra measures to e x i s t i n g measures

314 ext ra pe r f <− unique ( a l l s co r e s , by=c ( ” task id ” , ” l e a r n e r id ” ) )

315 ext ra pe r f = extra pe r f [ , c ( ” task id ” , ” l e a r n e r id ” , ”AUC STDEV” , ” t ” , ”p” ) ]

316 merged = merge ( pe r f tab le , ext ra per f , by . x=c ( ” task id ” , ” l e a r n e r id ” ) , by . y=c ( ” task

id ” , ” l e a r n e r id ” ) )

317

318 # save model performance s c o r e s

319 f w r i t e (merged , here ( ” c l a s s i f i c a t i o n performance . csv ” ) )

320

321 # done

322 warnings ( )
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