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Automatic Tuning of Continuous-Time
Integrated Filters Using an Adaptive
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Abstract —An adaptive filter technique for tuning continuous-
time integrated filters is presented. This adaptive technique is
based on the model-matching configuration and tunes both the
poles and zeros of the transfer function. Circuit details of an
experimental prototype are given. The experimental prototype
consists of an integrated third-order filter that is automatically
tuned by off-chip circuitry realizing the adaptive tuning system.
Both experimental and simulation results are presented to con-
firm the viability of the proposed approach.

I. INTRODUCTION

ITHOUT tuning, the transfer function of a contin-

uous-time integrated filter will vary considerably
due to fabrication tolerances, environmental changes,
parasitic effects, and the finite input and output
impedances of the integrators [1], [2]. In order to reduce
this transfer-function variability, automatic tuning circuits
have been developed. The present approach for auto-
matic tuning (known in the literature as the master /slave
tuning method) usually adjusts the pole frequencies and
quality factors of a model while relying upon matching
between the corresponding elements of the model and
the filter to be tuned [1]-[9]. Exactly how the critical
frequencies and quality factors are tuned depends upon
the technology used. For example, in MOSFET-C tech-
nology, an equivalent voltage-controlled resistor can be
obtained by adjusting the gate voltage of a transistor
(operated in the triode region) [10], whereas, in transcon-
ductance-C technology, a variable coefficient can be ob-
tained by altering the bias current of transconductance
cells [1]-[9]. Because present schemes rely upon element
matching, both the model and the filter should be physi-
cally near each other. Unfortunately, being close together
encourages the feedthrough of control signals, originating
in the tuning circuitry, to the filter. Thus the physical
distance between the filter and the model should be a
compromise between good matching properties and low
noise interference. As well, since the present schemes
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tune the model rather than the filter, the transfer func-
tion of the filter itself is never evaluated.

The tuning scheme proposed in this paper is based on
the model-matching configuration, which is well known to
adaptive filter designers. With this adaptive tuning ap-
proach, the tuned transfer-function is continually moni-
tored since the output of the filter is used to operate the
tuning circuitry. There are no critical matching dependen-
cies between integrated filter elements thus allowing the
tuning circuit and filter to be well isolated from each
other. Furthermore, whereas present approaches only
tune the poles, the adaptive tuning scheme tunes all the
poles and zeros, thereby enabling a closer match to the
desired transfer function. However, it is expected that the
proposed scheme will use slightly more silicon area than a
master /slave tuning system where each pole-pair is indi-
vidually tuned. As well, this adaptive tuning scheme re-
quires two low-resolution digital-to-analog converters
(DAC’s) operating at a frequency greater than the pass-
band of the tunable filter.

An overview of this paper is as follows. The adaptive
tuning approach is introduced in Section II, and many of
the details on the implementation of the approach are
discussed in Sections III and IV. Simulation results are
given to show the validity of the proposed tuning method
in Section V. Finally, circuit details and experimental
results of a prototype, realizing the adaptive tuning sys-
tem, are presented in Sections VI and VII, respectively.
The prototype consists of an integrated CMOS filter and
off-chip tuning circuitry.

II. THE ADAPTIVE TUNING APPROACH

As mentioned above, the adaptive tuning approach is
based on the model-matching system shown in Fig. 1(a).
The basic concept underlying the model-matching config-
uration is to adjust the transfer function of a tunable filter
to be the same as that of a reference filter. This goal is
accomplished by applying a spectrally rich signal (usually
white noise) to the inputs of the tunable and reference
filters and then utilizing an adaptive algorithm to adjust
the coefficients of the tunable filter so as to minimize
some measure of an error signal, e(¢). The error signal,
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Fig. 1. Model-matching configuration. (a) Traditional configuration.
(b) Adaptive tuning system (modified configuration by replacing the
ideal reference filter).

e(t), is simply the difference between the output of the
reference filter, 5(¢), and the output of the tunable filter,
y(1).

The model-matching configuration in Fig. 1(a) suggests
that, given an ideal reference filter, the tunable filter may
be tuned to a desired transfer function. However, the
assumption that an “ideal” filter already exists obviously
conflicts with the fundamental need for tuning. The adap-
tive tuning system, shown in Fig. 1(b), eliminates the need
for the ideal filter as follows. The white noise input is
replaced by a predetermined input, u,(¢), so that the
corresponding output, 8(¢), can be precalculated. For
implementation simplicity, the precalculated output, 8(1),
is replaced by a discrete-time version, 8,(t). We will show
in the next section that the input, u,(¢), and the reference
signal, 8,(¢), can be efficiently realized in terms of silicon
area.

Although the adaptive tuning system in Fig. 1(b) sug-
gests the filter cannot service the system input during
tuning, this need not be the case. For example, two
tunable filters may be included on the same chip so that
one services the system input while the other is being
tuned by the adaptive loop [11]. Switching between the
filter in service and the filter being tuned will then facili-
tate the tuning of both filters as well as servicing the
input. An alternative method that does not involve inter-
rupting the filter that produces the system output may
also be implemented [12], [13]. Once again two filters are
used where one filter (A) continuously services the input.
The second filter (B) is first tuned by the adaptive loop so
that it may be used as a “reference filter” for tuning filter
A. Once filter B is tuned, the actual input signal is
applied to filter B creating a reference signal, 8(t), used
to tune filter A. Thus this method assumes the spectral
content of the system input is sufficiently rich to fully
characterize the desired transfer function. Note, however,
that no critical matching is required between the inte-
grated elements of filters A and B, and the system output
is never interrupted.

Before proceeding, a few comments are worth making.
First, note that the type of adaptive algorithm has not
been specified. In fact, any adaptive algorithm that per-
forms well in the model-matching configuration can be
used. For practical reasons, we have chosen to use the
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least-mean-squared (LMS) algorithm' which minimizes
the mean-squared-error (MSE) value [14]. Thus, for the
remainder of this paper, we assume the use of the LMS
algorithm. Also note that no mention has been made of
the structure of the tunable filter. Ideally, any structure
can be used with the constraint that the variable elements
should allow placement of the poles and zeros to their
desired locations. However, it has been shown that the
choice of filter structure can significantly affect the over-
all performance of an adaptive system [15]. Also, note the
feedback in this adaptive tuning approach: The coeffi-
cients of the tunable filter are adjusted through the use of
the adaptive algorithm, and the output, y(¢), is continu-
ally compared to the reference signal, 5,(¢), to minimize
the MSE value. Thus the accuracy of the final transfer
function is dependent on the accuracies of the adaptive
algorithm, the input signal, and the reference signal,
rather than on the matching between a model and the
filter. Finally, since the method makes use of an IIR LMS
algorithm in a model-matching configuration, one might
have to be concerned with converging to a local minimum.
Fortunately, theoretical results have been derived proving
that as long as the order of the tunable filter is at least as
high as that of the reference filter, and that all poles and
zeros are adjusted, then local minima do not exist [16].
Thus, for the specific case of tuning filters, converging to
a local minimum is not a problem since the order of the
tunable filter can be chosen to be the same as that of the
known reference filter.

11I. GENERATION OF SUITABLE INPUT AND
REFERENCE SIGNALS

For the adaptive tuning system in Fig. 1(b) to perform
as well as the traditional model-matching scheme, the
predetermined input, u,(t), should be spectrally rich
enough to fully characterize the filter being tuned, and
the reference signal, 8,(1), should suitably replace the
function of the ideal reference filter. As well, for practical
purposes, the input and reference signals should be gen-
erated by circuitry that is simple yet accurate. Appropri-
ate input and reference signals are presented here.

For a spectrally rich input signal, we propose the use of
a pseudorandom noise (PN) sequence. It is well known
that PN sequences can be generated through the use of
shift registers and some simple logic, with the length of
the PN sequence determined by length = p#registers _ 1 [17],
Perhaps not as well known is the fact that the length of
the PN sequence influences how closely the sequence
resembles white noise. Specifically, for a fixed repetition
rate, an increase in the length of the PN sequence results
in the sequence more closely resembling white noise for
frequencies above the repetition rate. The next section
will present simulation results demonstrating how the
spectral richness of the input signal can affect tuning
performance.

I"The LMS algorithm will be defined in Section I11.



LéLL SdDaT

KOZMA et al.: AUTOMATIC TUNING

Ideal
Reference &

Filter +
{Continuous)

Tunable 8a(t)
Filter
(Digital)

ua(t)

Predetermined
Input

Adaptive
Tuning
Algorithm

Fig. 2. Simulation setup for calculating the discrete-time reference
signal, 8,(¢).

To generate the reference signal, we make use of the
fact that at steady-state, a periodic input fed to a linear
system results in a periodic output at the same repetition
rate. Therefore, since the proposed input is periodic and
the ideal continuous-time reference filter is linear, it is
clear that the reference signal must also be a continuous-
time periodic signal. However, since it is difficult to
generate arbitrary continuous-time signals, we propose
the use of discrete levels for the reference signal. As will
be seen, exact tuning behavior can be obtained by using a
relatively small number of discrete levels for both the
input signal and the reference signal. Consequently, both
signals can be generated by making use of area efficient
circuits.

We next address the issue of determining a set of
values that optimally represent the reference signal. Re-
ferring to the adaptive tuning system in Fig. 1(b), it is
evident that the adaptive algorithm adjusts the coeffi-
cients of the tunable filter until the MSE value is mini-
mized. A key point here is that an adaptive algorithm is
used to vary the continuous-time signal, y(t), to best
match the discrete-time signal, 8,(¢), by minimizing the
MSE value. An obvious approach to obtain the discrete
levels, 8,(t), would be to uniformly sample the desired
continuous-time signal. However, it was found that an
extremely high number of samples would be necessary to
reduce the MSE value between §,(¢) and the desired
output, 8(z), to an acceptable level [13]. Thus another
approach was employed to obtain a reduced number of
discrete levels. Specifically, the discrete-time signal, gen-
erated by an Nth-order filter, which best minimizes the
MSE value between the discrete levels and the desired
continuous-time signal was calculated. A logical proce-
dure to do this would be to simulate the reverse setup of
the adaptive tuning system, as shown in Fig. 2. Using the
predetermined input, u,(t), an ideal reference filter pro-
duces the desired continuous output, 5(¢), while a digital
filter is adapted to produce the reference samples, 8,(¢).
Since the simulation scheme shown in Fig. 2 minimizes
the MSE value between §,(¢) and 8(¢), upon implementa-
tion of the adaptive tuning system, shown in Fig. 1(b),
y(¢) should be tuned to equal 8(¢).

In terms of circuit implementation, if the number of
discrete levels for both the input and reference signals are
not large, the system shown in Fig. 3 can be used to
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Fig. 3. Block diagram showing the generation of M discrete levels.

generate each. Having a pre-defined set of M voltage
levels, a discrete-time signal is generated by clocking out
one of the M possible voitage levels at the appropriate
time. Note that this implementation is equivalent to using
a DAC and selecting one of the M possible output values
at the appropriate time. It should be emphasized here
that with ideal adaptive circuitry, the transfer-function
matching is determined by the accuracy of the levels
rather than the number of samples, M, used. Specificaily,
using 4-bit DAC’s (M = 16) accurate to 10 bits would give
a coefficient accuracy of around 10 bits rather than only
4 bits.

IV. TuE EFFeCT OF THE LENGTH OF THE PN
SEQUENCE ON THE SPEED OF TUNING

In this section, a simulation example is presented to
illustrate the trade-offs between the speed of tuning and
the length of, and hence the size of circuitry required to
generate, the PN sequence input. For simplicity, the
model-matching configuration in Fig. 1(a) was simulated.
Specifically, an ideal continuous-time reference filter cre-
ated the desired output, and the adjoint of the orthonor-
mal ladder filter structure, described in [18], was used for
the tunable filter. Both continuous-time filters were simu-
lated by applying the bilinear transform to obtain digital
filter equivalents that were clocked at 100 times the
respective passband frequencies. As well, PN sequences
were substituted for the white noise input. The repetition
rates of all the PN sequences corresponded to two-thirds
the passband frequency of the desired transfer function.
This repetition rate was chosen as an arbitrary compro-
mise between too low a rate, which would interfere with
the low adaptation rates of the overall system, and a rate
in the stopband of the filter, where the power of the
output signals, 8,(t), y(¢), and e(¢), would be too small to
enable any useful adaptation.

The reference filter had a third-order low-pass transfer
function with the following characteristics:

poles = { —0.43 + j1.25, —0.99}
zeros = { + j2.33,}
dc gain = 1.46. (1)

A plot of the transfer function of this filter is shown in
Fig. 4. As a starting point for the programmable filter, all
the feed-forward coefficients (refer to the orthonormal
structure in [18]) were set to zero while the feedback
coefficients were set such that the following poles were



1244

(dB)

Freq (rad/s)
(normalized)

Fig. 4. Plot of the ideal transfer function.
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Fig. 5. Number of iterations performed to tune a third-order filter for

PN sequences of different lengths.

realized:
poles = { —0.24+ j2.77, —0.52}. 2)

For comparison purposes, the filter was considered tuned
when the MSE value was reduced by 75 dB. The number
of iterations performed to tune the filter for the different
PN inputs are plotted in Fig. 5. As expected, the number
of iterations required to tune the filter decreases as the
length of the PN sequence is increased. Although only
adaptation speed is compared, this measure is usually
related to the conditioning of the performance surface.
Specifically, a relatively long adaptation time can indicate
an ill-conditioned performance surface and hence a poor
overall adaptation performance in terms of coefficient
matching. Thus we see from this third-order example that
a trade-off must be made between the length of the PN
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Fig. 6. Plots illustrating the 4-bit PN sequence input, discrete-time
reference signal, ideal output, and tuned output. (a) PN sequence input,
u,(t), and ideal output, 8(¢). (b) Discrete-time reference signal, 8¢,
ideal output, 8(t), and tuned output, y(¢).

sequence and adaptation performance. For higher order
filters, the tuning-input signal should more closely resem-
ble white noise and correspondingly, the length of the PN
sequence will increase.

V. VERIFICATION OF THE ADAPTIVE
TUNING SYSTEM

Another simulation example is presented here to verify
the validity of the adaptive tuning system in Fig. 1(b).
Once again, the adjoint of the orthonormal ladder filter
structure was used for the tunable filter and simulated by
the method described in the preceding section. The de-
sired transfer function was the same third-order filter
illustrated in Fig. 4, and a four-bit PN input was em-
ployed. The 15 horizontal lines in Fig. 6(a) represent the
PN samples and the solid curve is the ideal response,
8(¢). Fifteen samples were also chosen to implement the
reference signal and were determined by simulating the
system shown in Fig. 2. Here, the output of the digital

-~ e
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filter was sampled at the same rate as the PN sequence so
that the same clock can control the tuning and reference
sequences in a circuit realization of the adaptive tuning
system.
After tuning, the filter had the following characteris-
tics:
poles = { —0.43 + j1.24, —1.00}
zeros = { —0.02 £ j2.34, o}
dc gain =1.46. 3)

Fig. 6(b) illustrates the matching between the desired and
tuned outputs. The horizontal lines depict the 15 refer-
ence samples while the two solid coincident curves repre-
sent the output to which the filter was tuned, y(¢), and
the ideal output, 8(¢). This close matching between the
ideal and tuned outputs was obtained for arbitrary initial
starting points for the tunable filter, indicating the ab-
sence of local minima.

In summary, the ideal reference filter in the model-
matching configuration can be replaced by a PN sequence
and reference samples. It was shown that a third-order
filter may be tuned to arbitrary precision by using two
signals, each consisting of 15 discrete voltage levels.

VI. DEsIGN OF AN EXPERIMENTAL PROTOTYPE

For experimental verification, a discrete prototype cir-
cuit was constructed to tune a third-order integrated
CMOS filter. This section will present some of the circuit
details of this prototype system.

For the integrated tunable filter, the adjoint of the
orthonormal ladder structure [18] was used which is best
described with state-space equations:

sX(s) = AX(s) + bU(s)
Y(s)=c"X(s)+dU(s) (4)

where U(s) is the input signal; X(s) is a vector of N states
(for a filter of order N), which in fact are integrator
outputs; Y(s) is the output signal; and 4, b, ¢, and d are
coefficients relating these variables. The transfer function
of this system can be easily shown to be
T(s)=ﬂ=cf(s1—,4)*‘b+d. (5)
U(s)

The poles are determined by the A4 coefficients while the
coefficients of all four matrices determine the zeros of the
transfer function.

For the adjoint of a third-order orthonormal ladder
filter, the coefficients, 4, b, ¢, and d take the form:

0 -a 0 b,
A=|a 0 -a, b=1b,
0 a, —ay b,
¢"=[0 0 1] d=0 (6)

where d has been set to zero since we will be tuning the
filter to a transfer function that has at least one zero at
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infinity. With this filter structure, it is not difficult to show
that arbitrary poles and zeros (with at least one zero at
infinity) can be obtained by adjusting the 4 and b coeffi-
cients. The structure also has a simple stability check
system [19]:

a;>0 and a;,a,#0. (7
As well, note that the ¢ vector is simply a basis vector and
therefore eliminates the need for constructing a separate
output summing stage.

A block diagram for this filter structure is shown in Fig.
7. As discussed, the states of the system are defined as
the outputs of the integrators, x,(¢), and the output, y(¢),
is taken directly from the third state. Each
integrator /summer in Fig. 7 was realized with the three
input transconductance-C circuit shown in Fig. 8, where
the circuitry for each input transconductance stage is
expanded in the dotted box. Here, cross-coupled differen-
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tial pairs enable both positive and negative transconduc-
tance, G,,, values. Assuming small-signal operation of the
differential pairs #1 and #2, one can show that if the
voltage at the node labelled Gm3 is positive, the differ-
ence output current, I, — I;, will be proportional to the
input, v, — v_. Conversely, for a negative voltage at Gm3,
the output will be proportional to — (v, — v_). However,
if the voltage at Gm3 is at ground potential, the output
currents will be equal resulting in I, — I, = 0 for arbitrary
inputs. The output currents, I; and I,, of each input
transconductance stage are summed and reproduced at
the output of a high-output-impedance stage realized by
stacked current mirrors. Finally, capacitor C, performs
the integration on the output current, I — Iigum, and
also acts as a compensating capacitor to maintain ampli-
fier stability. Note that I, + I, equals the constant current
1,5, and therefore, varying individual Gm’s does not affect
the bias current through the output stage. Also note that
all transconductance stages are identical, and thus coeffi-
cient values are determined solely by varying control
voltages rather than transistor sizing. Although this
transconductance approach is beneficial for arbitrary
transfer functions, for a known transfer function, it would
be advantageous to use transistor sizing to obtain close
coefficient values. With the latter approach, the control
voltages would only need to fine-tune the transfer func-
tion. As a final note, it should be mentioned here that
since the integrated circuit we fabricated was mainly
intended for the verification of the proposed tuning
scheme, no effort was made to linearize the transconduc-
tance amplifier.

Making use of these transconductance-C integrators to
realize the filter structure of Fig. 7 results in the tunable
coefficients, a, and b;, being directly proportional to the
voltages at the Gm nodes. Voltages at these Gm nodes
are then varied in order to tune the filter to the desired
transfer function where the set of realizable transfer
functions is limited by the range over which the transcon-
ductance, G,,, values can be varied. For our prototype,
the adaptive algorithm used to adjust these coefficients is
the LMS algorithm [14] which attempts to minimize the
mean-squared value of the error signal, e(t). To describe
the LMS algorithm, consider the case where coefficient
b, is being adjusted. In this case, the coefficient b, is
updated according to the following formula:

(8)

where p is a positive constant that controls the rate of
adaptation, and:

by(1) :fo'zue(f).ﬁ,,l(f) dr

e(t) =96,(t)— y(1)

ay 9
ty=—:(1t).
#(1) = 35-(1) ©)
The purpose of using theerror, e(r), and gradient, ¢, l(t),
signals may be intuitively interpreted as follows. The error
simply determines if y should be increased or decreased
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Fig. 9. Block diagram of the LMS coefficient update algorithm.
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Fig. 10. Block diagram showing the generation of gradients for the
third-order filter.

in order to match 3,, while the gradient, ¢, , determines
in which direction the coefficient b, should be steered.
For example, a positive error, ,>y, implies that y
should be increased. Therefore, to increase y,b; should
be increased if the gradient is positive but decreased if
the gradient is negative.

Fig. 9 illustrates a block diagram of the LMS coefficient
update procedure. The rate at which the coefficient b, is
updated is controlled by the step size, u, which is realized
by the integration time constant, k. Note that in this
block diagram, only the sign of the gradient signal is used
in order to simplify the multiplication circuitry [20].

The error signal is simply obtained by taking the differ-
ence between the reference signal and the output of the
tunable filter. However, obtaining the gradients is more
involved: for the third-order case, the gradients for the
coefficients of 4 and b can be obtained from the output
states of four identical state-space filters [15]. We will
refer to these extra filters as gradient filters. The gradient
filter is the transpose or adjoint of the tunable filter and
its coefficients are obtained from the coefficients of the
tunable filter as follows:

Agrad = AT
bya=c- (10)

Note that since the gradients are realized by the states of
the gradient filter, only the A,.,4 and b, coefficients
are necessary.

The gradient signals for the first column of A4 are the
output state signals of a gradient filter whose input signal
is the first state signal of the tunable filter, x,(¢). This is
shown in Fig. 10. Note that only the second state signal,
é,(1), is used since the other coefficients in the first
column of A are zero. Likewise, the gradients for the
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Fig. 11. Integrated chip.

second and third columns of A4 are the output states of
gradient filters with x,(r) and x4(r) as the inputs. As
illustrated in Fig. 10, only the gradients for the nonzero
elements of A are useful. Finally, the gradients ¢, (1) are
produced by another gradient filter whosc input sfgnal I
the system input, u,(¢). It should be mentioned here that
although the coefficients of the gradient filter arc derived
from the cocfficients of the tunable filter, the matching
between these filters is not critical. Since the LMS algo-
rithm follows a path of steepest descent, it is clear that a
small change in the path taken will still result in a
downward descent to a minimum. Also, an attractive
quality of the gradient filter is that it has orthonormal
states (since the tunable filter is the adjoint of the or-
thonormal ladder structure) [18]. Thus the gradients for
the coefficients of the b vector will be orthonormal when
white noise is applied to the input. Having orthogonal
gradients indicates that the coefficients may be updated
independently and thus incrcases the speed of tuning. It
has been proven that the adaptation ratc of the adaptive
linear combiner? increases if the gradients are orthonor-
mal [14].

As all four gradient filters are identical, it is possible to
build only one gradient filter and multiplex the input and
output signals. This multiplexing approach was used in
the prototype, and details on the usc of multiplexing can
be found in [13].

Both the tunable and gradient filters were fabricated
using a 3-um CMOS process, and a photograph of the
integrated chip is shown in Fig. 11. A test transconduc-
tance cell is shown in the top right corner while the
tunable and gradient filters arc shown in the middle and
bottom of the photograph, respcctively. Although simula-
tions indicated the integrated filter could opcrate up to
the megahertz range, the integrating capacitors were kept
off-chip in order to experiment with the prototype tuning
scheme at lower frequencies. Each filter occupied 0.7
mm?® and dissipated 3 mW with a +3-V supply.

For the input PN sequence signal, a repetition length of
15 (i.e., four-bit) was chosen as a tradc-off between the
complexity of the circuitry for generating the PN se-

>The adaptive linear combiner is a common example of an adaptive
FIR filter.
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Fig. 12, Four-bit PN sequence circuit.
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Fig. 13. Block diagram of the reference signal generator.

quence and the adaptation performance. The PN se-
quence was generated by the setup shown in Fig. 12. As
discussed previously, the reference signal, §,(¢), could be
rcalized by using the system in Fig. 3. However, for more
generality, the discrete prototype uses 15 8-bit values
stored in an EPROM and an 8-bit DAC as shown in
Fig. 13.

VIL. ExpPERIMENTAL RESULTS

For testing, it was desired to tune the integrated filter
to the poles and zeros given in (1) with the passband cdge
denormalized to 1 kHz. This desired transfer function is
shown in Fig. 14(a). The input and reference sequences
were repeated at a rate equivalent to 2/3 kHz. The
gradicnt signals were multiplexed at a rate of 100 Hz and
the time constants of the LMS integrators were set to 1 s.

Within 10 to 60 s after power-up, the integrated filter
was tuned to the transfer function shown in Fig. 14(b). In
order to maintain stability, the minimum time constant of
the LMS algorithm integrators is related to the filter’s
poles. Thercfore, it is expected that if the passband edge
was at 1 MHz, the adaptation time would be under 60 ms.
As well, in this prototype, the initial transfer function of
the tunable filter is arbitrary (which accounts for the large
variation in tuning spced). By having the initial transfer
function closer to the desired one, the tuning speed could
be further improved.

VIII. CONCLUSIONS

An adaptive technique, based on the traditional
model-matching configuration, was presented for tuning
integrated continuous-time filters. Whereas present ap-
proaches tune only the poles, this adaptive approach
tuncs all the poles and zeros, thereby allowing a closer
match to the desired transfer function. Simulation and
experimental results, showing the viability of the pro-
posed approach, were presented. The experimental proto-
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Fig. 14. Tuned transfer function with a four-bit PN sequence input
and 15 reference samples. (a) Simulation results. (b) Experimental
results. Vertical scale = 10 dB/div; horizontal scale = 0.5 kHz /div.

type consisted of an integrated third-order filter and
off-chip circuitry realizing the adaptive tuning system.

In terms of nonideal effects, dc offsets and parasitic
poles appear to be the most critical ones. It has been
shown that the effects of dc offsets appearing at the LMS
integrators cause a coefficient mismatch and formulas
have been derived to determine the effect of these offsets
[20]. We are currently developing circuit techniques to
reduce the effects of dc offsets. With respect to parasitic
poles in the integrators of the filter, this tuning method
has the potential for partially accounting for these poles
through some innovative circuit and system design.
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