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Abstract—In this paper, the design procedure and practical
issues regarding the realization of time-interleaved oversampling
converters are presented. Using the concept of block digital
filtering, it is shown that arbitrary �� topologies can be con-
verted into corresponding time-interleaved structures. Practical
issues such as finite opamp gain, mismatching, and dc offsets are
addressed, analyzed, and practical solutions to overcome some of
these problems are discussed. To verify the theoretical results, a
discrete-component prototype of a second-order time-interleaved
�� analog/digital (A/D) converter has been implemented and the
design details as well as experimental results are presented.

Index Terms—Converters, time-interleaved, oversampling.

I. INTRODUCTION

OVERSAMPLING converters have become a popular
technique for data conversion [1]. One reason for their

popularity is their outstanding linearity which comes from the
fact that they usually exploit a 1-b quantizer. Even with a
trilevel quantizer, linearity performance up to 20 b has recently
been reported [2].

However, there is a price to be paid to achieve this degree of
linearity. Due to the nature of oversampling, these converters
are much slower than their Nyquist-rate counterparts. For
instance, the input bandwidth of the aforementioned 20-b
converter is only 400 Hz whereas the sampling rate is 200 kHz.
Hence, the application of modulators are usually restricted
to low-speed high-linearity applications such as digital audio.
Emerging applications have forced designers to seek highly
linear converters with broader input bandwidths. One approach
is through the use of higher order modulators and lower
oversampling ratios. The disadvantage of this approach is that
the anti-aliasing filter for the A/D converter (smoothing filter
for the D/A converter) becomes more complicated and hence,
it diminishes a key feature of oversampling converters—the
simplicity of their anti-aliasing filters (smoothing filter for the
D/A converter). Similarly, the complexity of the decimation
filter (interpolation filter for the D/A) increases with the order
of the modulator.

Recently, several authors have utilized the concept of mul-
tirate signal processing. In one approach, quadrature-matched-
filtering is used with a bank of independent A/D converters
to reduce in-band harmonics [3]. In another approach, a
Hadamard transform is used to decompose the input spectrum
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into several subbands which are then applied to separate A/D
converters whose outputs are recombined [4]. In this paper,
an alternate approach is described which is also based on
multirate signal processing concepts. By using intercon-
nected modulators working in parallel with each running at
the same clock, the effective sampling rate becomestimes
the clock rate of each modulator. In other words, one can
achieve the required sampling rate not by performing more
oversampling but by increasing the number of modulators.
Hence, the required resolution is obtained without utilizing
a faster and more costly fabrication process or using a higher
order modulator. The key idea here is to make use of block
digital filtering in which a single-input single-output transfer
function is realized via an transfer function matrix
along with a commutator at both front and back ends. Using
this concept and applying several topological transformations
on a given modulator, one can derive the equivalent time-
interleaved by structure which is capable of operating at
effectively times the speed of the given modulator.

The outline of this paper is as follows. In Section II, the
concept of block digital filtering is reviewed and a systematic
approach is introduced to derive the time-interleaved equiv-
alent structure for an arbitrary converter. The practical
issues regarding implementation of these modulators are ad-
dressed in Section III. Specifically, the problems of leaky
integrators, dc offset, and component mismatch are considered
in detail and practical solutions are presented. Section IV
deals with an experimental second-order time-interleaved A/D
prototype. The design procedure as well as experimental
results are discussed thoroughly. Finally, conclusions are given
in Section V.

II. TIME-INTERLEAVED MODULATOR (TIM)

In this section, the basic concept of block digital filtering is
introduced and is used to develop a technique for realizing
time-interleaving converters [5]. A step by step procedure
is provided showing how to derive the equivalent time-
interleaved version of an arbitrary converter with an
arbitrary interleaving number .

A. Block Digital Filtering

A block digital filter is basically a multirate system in which
parallelism is exploited to reduce the speed requirement on
each processing element [6]. In this section, the basic concept
of these filters are reviewed. Consider the single-input single-
output transfer function . An equivalent
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system with the same input–output transfer function is depicted
in Fig. 1 in which is an transfer function matrix
shown in (1) at the bottom of the page, where represents
the contribution of the th input to the th output. The general
structure of is shown in (1). The elements of the first
row of are type 1 poly-phase components of , or
mathematically

(2)

where

(3)

(4)

In other words, is merely the -fold decimated version
of . Note that in (1), each row is a circularly shifted
version of the row above it except for the elements below the
diagonal entries which are delayed as well. Matrices with such
characteristics are calledpseudo-circulant. For an arbitrary
transfer function matrix in Fig. 1, not only
consists of but also includes its aliased versions, i.e.,

’s. Generally speaking, the structure shown
in Fig. 1 is a linear time-varying system. The necessary
and sufficient condition for the block digital filter structure
shown in Fig. 1 in order to represent a single-input single-
output linear time-invariant (LTI) transfer function is that

be pseudo-circulant. In other words, if the pseudo-
circulant condition is satisfied then all aliased components
( ’s) will be cancelled perfectly and
consists of only , resulting in the block digital fil-
ter being an LTI system. In summary, an arbitrary transfer
function can be transformed into its corresponding
pseudocirculant block digital transfer function matrix ,
but not all can be converted back into an LTI transfer
function. The following example clarifies how to derive
from .

Example: Consider the following transfer function
. To find its corresponding for ,

one should first derive its polyphase decomposition elements.

(5)

Fig. 1. Equivalent block filtering structure for the single-input single-output
transfer-functionH(z).

Fig. 2. Interpolative structure.

Hence, and .
Therefore,

(6)

B. Derivation of the Structure

Consider the interpolative structure shown in Fig. 2 [7].
Although the interpolative structure does not cover all
modulator architectures (such as double-loop or error-feedback
topologies), the procedure presented here is general and the
above structure is used as an example to clarify the steps
involved.

The first step is to put the equivalent block digital filter
shown in Fig. 1 in place of in Fig. 2 resulting in

Fig. 3. Note that the quantizer and blocks have switched
locations.

Studying Fig. 3 carefully, one realizes that rather than
recombining ’s into and quantizing it to derive ,
one can alternatively quantize each of the’s and then
recombine them to obtain . In this way, the quantizer
block also enjoys the benefit of working at the lower rate.
Based on this idea, Fig. 4 is derived where the block
has been transformed into two blocks to facilitate derivation
of the remaining step.

The final step is to merge the input adder into the lower-
rate section as well. The key point here is to note that

, and so on. In other
words, each consists only of its correspondingand terms.
Hence, Fig. 4 can be modified into Fig. 5. Thus, assuming the

...
...

...
...

...

(1)
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Fig. 3. Oversampling converter with a block digital filter.

Fig. 4. Oversampling converter with block digital filter and quantizers at the lower-rate side.

Fig. 5. TIM oversampling converter.

same initial conditions, Fig. 5 is equivalent to Fig. 2 from an
input-output point of view.

Note that the noncausal component can be disre-
garded and thus the final structure will have delays more
than the structure illustrated in Fig. 2. Finally, as mentioned
earlier, the aforementioned procedure is general and applicable
to arbitrary architectures. In fact, a double-loop topology
was chosen in the next section to illustrate the concept.

C. Simulations

Consider the second-order A/D converter, taken from
[8], as shown in Fig. 6(a). The equivalent block digital filter
for assuming is

(7)

Hence, the equivalent TIM structure for can be derived
based on a similar procedure as depicted in Fig. 6(b)–(e).

Based on this example, simulations were carried out to
verify the theoretical results. Throughout these simulations,
it is assumed that both structures in Fig. 6(a) and (e) are
clocked at the same frequency (also referred to as internal
clock frequency) except for the input sampler and output
combiner in the TIM structure which are operated at twice the
rate of the rest of the structure. The quantizer output levels
are 3 and the input is a sinusoid with an amplitude of 0.5
and a frequency of 1 kHz. The internal clock frequency ()
is 100 kHz which leads to an effective clock rate ( ) of
200 kHz. The output spectrum of both structures is illustrated
in Fig. 7. The spectrums were generated using the fast Fourier
transform (FFT) algorithm. Specifically, the Welch method
of power spectrum estimation [9] with 50% overlapping and
Hanning windowing was used. The size of the periodogram
for the conventional modulator was set at 32k while the time-
interleaved modulator at 64k. Thus, the spectrums for the
conventional modulator were obtained by averaging sixteen



KHOINI-POORFARD et al.: TIME-INTERLEAVED OVERSAMPLING 637

(a)

(b)

(c)

(d)

(e)

Fig. 6. Second-order�� modulator. (a) Conventional. (b) With block digital equivalent filters. (c) With quantizers in the lower-rate section. (d) With
D/A’s in the lower-rate section. (e) Final TIM structure. Note thatk = 1.

32k-point FFT’s whereas the TIM spectrums were averages
of sixteen 64k-point FFT’s. The difference in the size of the
periodogram used to calculate the two types of spectrums
was a result of the effective clock-rate of the TIM which
was double that of the conventional modulator. In order to
have the same resolution per bin in the frequency domain, the
number of FFT points for the TIM must be double that of the
conventional modulator.

To make the comparison of the two spectrums easier,
it was decided to make them spurious free by adding the
same amount of dithering to the 1-b quantizer inputs of both
structures.

Simulation results reveal that the TIM structure has a 15
dB better signal-to-noise ratio (SNR) as predicted by theory.
In other words, though both structures have the same internal
clock frequency, the time-interleaved structure has an overall
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Fig. 7. Output spectrums of second-order conventional and time-interleaved
structures being clocked at the same rate.

Fig. 8. Inverting nondelayed SC integrator.

performance equivalent to one octave higher oversampling
ratio (OSR). In summary, the two modulators inside the TIM
of Fig. 6(e) are equivalent to one modulator clocked at twice
the rate.

III. PRACTICAL ISSUES

So far, a general procedure was presented to derive a
TIM equivalent of an arbitrary structure. In this section,
practical issues regarding circuit implementation of TIM archi-
tectures are discussed. Specifically, circuit nonidealities such
as finite opamp gain, component mismatch, and dc offset are
addressed and their effects on the overall performance are
analyzed. Simulation results are given to verify theoretical
discussions in all these cases. Also, an approach is proposed
to simplify the implementation of the decimation stage.

A. Leaky Integrators

One of the major building blocks in switched-capacitor
(SC) implementations of modulators are SC integrators.
Fig. 8 illustrates an inverting nondelayed SC integrator whose
transfer function is assuming an ideal
opamp. However, in practical realizations, the finite dc gain
of the opamp violates the virtual ground concept at node B.
Hence, not all of the charge of the input capacitorwill be
dumped onto the integrating capacitor resulting in a leaky

integrator. It can be shown that the transfer function for this
leaky integrator is as follows [10]:

(8)

Assuming is large and after some algebraic manipulations,
(8) can be approximated by

(9)

The further away is from unity, the more nonideal the
integrator becomes. In the context of modulators, this
nonideality reflects into a displacement of the noise transfer
function zeros from their ideal locations and hence noise
shaping is degraded. In [8], it was noted that for a second-
order modulator, the minimum opamp gain (in V/V) before
noise-shaping degradation is noticeable is around a value equal
to the OSR. In [7], a fourth-order modulator was studied and
according to simulation, a minimum gain of 200 V/V was
required when using an OSR = 48. In summary, for
structures, there is a critical opamp gain below which noise
shaping deterioration becomes noticeable.

The above statement is also true for TIM structures. How-
ever, we show here that the critical opamp gain in a TIM
structure is times that of a conventional modulator. In
other words, the critical opamp gain can betimes smaller in
a time-interleaved structure. To illustrate this result, consider
the conventional and TIM structures shown in Fig. 6(a) and
(e) and assume that both structures are built out of leaky
integrators with transfer functions . Based on (6),
the equivalent for the TIM structure is
whereas for conventional modulator is .
Hence, is for TIM which is closer to unity resulting
in a better overall performance. Also, recall that

(9), hence

(10)

Therefore, . A similar argument is valid for
the general case in which the equivalent single-input single-
output transfer function would be resulting
in .
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(a)

(b)

Fig. 9. Output spectrums for modulators with leaky integrators. (a) Conven-
tional. (b) TIM.

To verify the results for , simulations were run
for the second-order modulators introduced in Section II-C.
The output spectrum for both modulators are illustrated in
Fig. 9(a) and (b) for different opamp gains ( is assumed
to be equal to ). Here, TIM is clocked at half the rate
of the conventional modulator so that the noise floors of
both modulators are the same when using opamp gains of
infinity. Note that the conventional modulator is sensitive to
gain variation whereas TIM is more robust. Also, notice that
around dc, the performance of TIM with opamp gain of 25
V/V is nearly the same as that of the conventional modulator
with opamp gain of 50 V/V as predicted.

Before leaving this section, it should be noted that leaky
integrators pose another problem as well. Specifically, they
also cause the zeros of the NTF to moveinside the unit circle
and hence dead-band and limit-cycles are generated [11], [12].
Since a TIM structure has the benefit of having the NTF zeros
closer to 1 for a given leaky integrator, it is also less
prone to limit cycles. In summary, TIM’s are less sensitive

to leaky integrators and hence can use lower opamp gains as
compared to conventional modulators.

B. DC Offsets

DC offsets of integrators do not typically pose any problem
in conventional modulators since they only cause an
offset-error in the overall dc characteristic function of the
converter [1]. Also, the output of the integrators stay in the
nonclipping range due to feedback. To clarify the latter point,
consider the first-order conventional modulator illustrated in
Fig. 10(a). Assuming a zero input signal [ 0] and a
positive offset [ 0], the output of integrator ,
starts accumulating since 0. Eventually, becomes

and the negative feedback of the modulator forces the
integrator output to go back down. Thus, the negative feedback
of the modulator keeps the integrator output from saturating
even in the presence of dc offsets.

The effect of offsets on a TIM structure is not quite the
same. Consider the equivalent first-order TIM depicted in
Fig. 10(b) and assume that the cross-coupling coefficients
1. Also assuming 0, 0, and 0, we
see that starts increasing and starts decreasing.
Eventually, and will become and , respec-
tively. In contrast to the conventional modulator, and

will not change signs since cancels in
the top branch and visa versa in the bottom branch. Hence,

keeps increasing and keeps decreasing, eventually
causing the integrators to clip as well as the quantizers to
overload thereby degrading noise-shaping performance. Even
if both offsets have the same sign, this phenomena occurs
except that the modulator with the larger offset will become
unbounded whereas the other one stays bounded. The only
situation where saturation would not occur would be if the
offsets are precisely the same which is highly improbable.

Fortunately, if , then each branch has more control on
its own feedback as compared to the cross-coupling branch.
If and are small enough, the total feedback

is capable of cancelling the effect of the offsets.
In other words, if

max (11)

then the effect of offsets is cancelled by negative feedback
the same way as in a conventional modulator. Note that
the deviation of from unity does not cause aliasing since
the pseudocirculant condition is still satisfied and hence the
structure remains time-invariant. However, the poles and zeros
of the STF and NTF are displaced. Performing linear analysis
for Fig. 10(b), one can derive the following input–output
relationship:

(12)
Note that the STF has a new pole-zero pair atand ,
respectively, making it an all-pass function and hence, it won’t
cause amplitude distortion. Since the pole-zero pair is around

and assuming a high OSR, the phase is quite linear
in the band of interest which is around . Also note that
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(a)

(b)

Fig. 10. First-order�� modulator. (a) Conventional. (b) TIM.

the NTF has a new pole-zero pair at and causing a
notch at and a peaking near. Noting that the total noise
energy is constant, a notch in the NTF causes the noise to go
elsewhere meaning that the noise floor will rise. A peaking
in NTF causes the modulator to have larger integrator outputs
which in turn makes the structure more prone to clipping and
overloading eventually degrading noise-shaping performance
[7]. Hence, there is a tradeoff between the maximum tolerable
opamp offset and noise-shaping degradation which leads to
an optimum value for below which clipping effects due to
opamp offsets are dominant and above which clipping due to
the peaking of NTF would be dominant.

To verify these results, several simulations were carried
out for the second-order TIM of Section II-C for 3 and

0.015. The results are depicted in Fig. 11. Note
that there is a maximum dynamic range as was discussed and
the optimal in this case is around 0.96. Above this value,
the dynamic range quickly deteriorates as integrator outputs
saturate.

C. Mismatch Effects

In [13], the effect of coefficient mismatch on the per-
formance of a general block digital filter is studied where
it is shown that due to mismatches, the overall structure
becomes time-varying and hence aliasing is present. It was
also emphasized that those portions of the spectrum around

( ) would first get attenuated and
then folded back into the band of interest. Also, it was shown
that the attenuation factor for FIR block filters is proportional
to the mismatch ratio.

Unfortunately, the general analysis for mismatch effects in
a TIM structure is a difficult problem since one has to deal
with a time-varying multirate nonlinear system whose transfer

Fig. 11. Dynamic range versus cross-coupling coefficient.L = 3 and
mi(n) = � 0.015.

function could be IIR in general. However, simulation results
indicates that the overall effect is similar to the mismatch effect
in block digital filtering. Specifically, for 2 and recalling

to be the effective clock frequency , noise around
will be attenuated by a factor (related to mismatch

ratio) and then folded back into the band of interest.
Furthermore, modulators tend to generate limit cycles at

frequencies of where is the input frequency
[14]. Due to mismatch, these limit cycles will also fold back
into the baseband and cause tones at as if they were
harmonics of the input frequency . Note that these tones
are originating from the time-varying nature of the structure
rather than its nonlinearity.

Fig. 12 shows the spectrum for a 0.1% coefficient mismatch.
Note that aliasing causes a flattening of the noise floor in
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Fig. 12. Output spectrum for TIM with a 0.1% coefficient mismatch for
k = 1.

Fig. 13. Output spectrum for TIM with a 0.1% coefficient mismatch for
k = 1 and dither= [�L=2; L=2].

the band of interest sitting around100 dB. This level is
60 dB [ 20 (0.001)] below the noise floor at
(neglecting limit cycles). The tones at integer multiples of the
input frequency are also caused by aliasing of the limit cycle
tones at frequencies of .

Limit cycles are a disturbing phenomena in conventional
converters and are traditionally removed by introducing

dithering at the input of the 1-b-quantizer causing an increase
in the noise floor [15]. In TIM structures, dithering not only
alleviates the problem of in-band limit cycles but also destroys
them elsewhere. By dithering, tones around disap-
pear. Consequently, in-band harmonics due to aliasing vanish.
Fig. 13 shows the output spectrum of the second-order TIM
( 2) with dithering applied to both 1-b-quantizer inputs.
The dithering signal is uniformly distributed between
where is the output level. Note that tones around
are completely removed at the expense of an increase in noise
floor. It should be noted that the effect of this amount of dither-
ing on TIM is comparable to that of a conventional modulator.

Adding dithering will remove the idle tones but aliased
noise, if not corrected, will limit the amount of resolution
that a TIM can achieve. For low values of OSR, the in-band
noise is dominated by theunaliasednoise floor (that which

(a)

(b)

Fig. 14. Output spectrum for second-order TIM with a 0.1% mismatch and
no dithering for (a)k = 1 and (b)k = 0.90.

would occur in a conventional modulator operating at ).
Hence for low values of OSR, mismatching should not cause
any degradation in SNR. For high values of OSR, the in-band
noise is dominated by aliasing. However, there exists a way
to reduce this aliasing effect. As discussed in Section III-B,
reducing has the effect of generating a notch at for
a first-order TIM. The same is true for a second-order TIM as
verified by the following equation:

(13)

Note that the noise floor around , which will be aliased
back due to mismatching, is first attenuated by the two new
zeroes generated at. Fig. 14(a) and (b) shows the output
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Fig. 15. Block diagram of a second-order time-interleaved�� modulator after delay redistribution.

Fig. 16. Single-ended SC circuit for second-order TIM.C = 3.8 nF,k = 0.96,L = 3 V, and 100 kHz clock frequency.

spectrums for a second-order TIM with a 0.1% coefficient
mismatch and no dithering for 0.98 and 0.90,
respectively. Notice that in Fig. 14(a), the noise floor in the
baseband shows an improvement over Fig. 12 due to the
existence of a notch at . Reducing to 0.90 effectively
increases the notch width at resulting in the spectrum
of Fig. 14(b) in which the aliased component is not noticeable.
However, as was mentioned in Section III-B, creating a notch
at has the effect of increasing the overall noise floor.
Table I summarizes the effect of reducingon the dynamic
range value for bandwidths (BW) of 2 kHz and 500 Hz with
an internal clock frequency of 100 kHz. For comparison, the
dynamic range values for a conventional modulator clocked

at the same rate are also given. Note that for a mismatch
ratio of 0.1% and BW 2 kHz, decreasing deteriorates the
dynamic range as aliasing is not the dominant component of
the in-band noise and reducing only makes the unaliased
noise floor worse. However, for BW 500 Hz, decreasing

significantly improves the dynamic range since the in-band
noise is dominated by aliasing.

The -factor technique is also applicable to the interpolative
as well as the double-loop topologies with [16]. How-
ever, the practical realization of time-interleaved modulators
with , would be a challenging task. In fact, more SNR
have to be traded away to keep the loops operating properly
for .
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TABLE I
DYNAMIC RANGE AS A FUNCTION OF k FOR A

0.1% COEFFICIENT MISMATCH AND NO DITHERING

IV. EXPERIMENTAL RESULTS

A second-order time-interleaved modulator was derived
from a conventional A/D modulator by using the block filtering
theory discussed above. A single-ended switch capacitor ver-
sion was realized using discrete components and the results
are presented here.

A. TIM SC Circuit

A second-order double-loop structure taken from [8] and
shown in Fig. 6(a) is used as the starting point. From this
structure, a second-order time-interleaved by 2 ( )
counterpart is derived as shown in Fig. 6(e). Before this block
diagram can be implemented in a single-ended SC version,
delay redistribution must be done since only noninverting de-
layed and inverting nondelayed parasitic insensitive integrators
(similar in structure to that shown in Fig. 8) are to be used. It
should be noted that even though stray-compensated inverting
delayed integrators are realizable, they are more complicated
and rely on capacitance matching for stray insensitivity [10].
We start the rearrangement of delays by splitting one delay
into two half delays. The objective of this procedure is to
remove the cross-coupling branches that have a gain of 1
and no delays. Also, it is desired to have a half delay at the
output of the comparators to make available the use of latched
comparators. For chip design, this modification is important
as latched comparators are typically faster than their unlatched
counterparts. The result of the delay rearrangement is shown
in Fig. 15.

Note that the diagram in Fig. 15 still has one path that
requires a positive nondelaying integrator. This path is from

to the top-left integrator. The solution to this problem
lies in the presence of a half delay in the input sampler
which should sample and a half-delayed replica of it
before feeding them into and simultaneously.
Instead of doing so, the operation of the TIM blocks are
staggered, meaning that the two halves of the modulator are
out of synchronization by half a delay. There is therefore an
implicit half-delay when traversing a cross-coupling path. It
should be noted that in a fully differential design, noninverting
nondelayed integrators are available and thus, there is no need
for staggering the two halves.

The single-ended SC circuit is shown as Fig. 16. The 1-b
output can be obtained by sampling the top latched comparator

Fig. 17. Experimental results for conventional versus second-order TIM for
k = 0.96.

output during and the bottom latched comparator output
during . For this experiment, a clock of 100 kHz was
used with a 1 kHz input resulting in 200 kHz.
An added feature of the board was the ability to turn off
the cross coupling connection thereby degenerating the time-
interleaved circuit into a conventional second-order modulator.
This feature was added to measure the results for the con-
ventional case and is important because a comparison of the
time-interleaved A/D with published results for conventional
second-order modulators is inaccurate due to dissimilar circuit
nonidealities. Measuring the results using one board guarantees
the same amount of circuit nonidealities for both the time-
interleaved and the conventional case.

Some of the circuit component characteristics are as follows:
1) the switches (ADG201HS) inject 50 pC when turned off;
2) the opamps (AD843) have an open-loop gain of 80 dB and
an offset of around 1 mV; 3) the Polystyrene capacitors are
accurate to 0.3% (limited by the capacitance meter used), and
d) the comparators (LM361) have a 20 ns response time. The
capacitance was chosen to be 3.8 nF. A smaller capacitance
increased the effect of charge injection whereas a larger value
prevented the outputs of the integrators to settle within 5s
(defined here as the time from 10–90% of final output value).
Therefore, the charge injection of the switches caused a 13
mV change in the integrating capacitor voltage. This clock-
feedthrough effect is similar to dc offset and therefore has to be
included in the calculation of the amount of mismatch needed
to stabilize the system. According to Fig. 11, the optimal for
such an offset is 0.96.

B. Output Spectrum

A memory board was built to capture 256k consecutive
samples from each of the latch outputs and store them into
a file allowing digital signal processing (DSP) programs to
calculate the FFT and generate an accurate spectrum of the
digital signal. The combining of the latch outputs into a 1-
b signal is done inside the DSP program. Care should be
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Fig. 18. Experimental results for conventional versus second-order TIM for
k = 0.99.

Fig. 19. Measured SNR forfs = 100 kHz,fin = 1 kHz, BW = 2 kHz,
and k = 0.96.

taken when combining the outputs. The order of the output
combining is the same as the order of the input sampling.

Fig. 17 shows the spectrums for the conventional versus the
TIM for a 1 kHz input with an amplitude of 0.5 V(15 dB
below full-scale) and 0.96. The SNR values shown are
calculated for a bandwidth of 2 kHz. The SNR of the time-
interleaved version is seen to be 12 dB better than that of
the conventional modulator as opposed to a potential 15 dB
improvement. The discrepancy arises because of the reduction
of the cross-coupling capacitors ( ) and dc offsets which
raise the noise floor.

Fig. 18 shows the result when 0.99. Note that there
is a 2.5 dB degradation in SNR for the time-interleaved case
as compared to results of Fig. 17. Furthermore, the observed
nonlinearity is a result of the clipping of integrator outputs as
their dc levels increased since was approaching unity.

Fig. 19 shows the measured SNR for a variety of input
amplitudes. On average, the SNR of the time-interleaved
modulator is 12 dB better than that of the conventional
modulator clocked at the same frequency.

V. CONCLUSIONS

The concept of time-interleaving has been extended to
modulators. Utilizing block digital filtering, a general

procedure for deriving the time-interleaved equivalent of arbi-
trary converters was presented. Practical issues regarding
implementation of these time-interleaved converters were also
addressed. Specifically, problems such as finite opamp gain,
dc offset, and component mismatch were discussed and ana-
lyzed. Practical solutions were suggested to overcome some of
these effects and several tradeoffs were introduced. Finally, a
second-order time-interleaved by two A/D converter was
implemented with discrete components. Experimental results
show that the time-interleaved modulator has a 12 dB better
signal-to-noise ratio than that of a conventional one operating
at the same clock-rate. Thus, resolution was improved by two
bits without increasing the clock frequency.
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