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Abstract— This paper presents analytical equations for opti-
mizing feedforward equalizer (FFE) and decision feedback
equalizer (DFE) parameters in a wireline receiver to speed up
system-level design and simulations. A minimum mean square
error (MMSE)-based approach is applied to the receiver model,
and a set of equations is developed to co-optimize FFE and DFE
taps. The equations consider the noise sources in wireline links,
including the sampling clock jitter. It also considers the effect of
the noise correlations on the equalizer parameters. For sampling
clock jitter, two separate models are developed to distinguish
between sampling for discrete-time and continuous-time FFEs
(pre- and post-FFE sampling). Then, the translation of jitter
noise to voltage noise is carefully investigated. Jitter noise can be
either white or correlated. Later, the developed model is modified
to generate different variants of MMSE-based approaches to be
used in various practical scenarios a designer may face. This
includes the equalizer design for maximum likelihood sequence
estimation (MLSE)-based receivers and equalizer design with
bounded DFE tap magnitude to control undesired side effects
such as error propagation. Finally, the use of “tap skipping” to
save FFE hardware resources is investigated. The accuracy of
models and the performance of each method is justified through
simulations and comparing against the LMS adaptation loops.

Index Terms— Equalization, feedforward equalizer (FFE),
decision feedback equalizer (DFE), wireline, mean square error
(MMSE), SerDes, LMS algorithm.

I. INTRODUCTION

LEAST mean squares (LMS) based adaptation engines
are widely used in the practical implementation of the

wireline receivers to adapt the coefficients of the feedfor-
ward equalizer (FFE) and decision feedback equalizer (DFE).
Currently, the LMS algorithm is also used in system-level
simulations which takes up significant simulation time. This
simulation time can be especially troublesome during the
initial architecture design phase when one wants to search the
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design space over a number of key system parameters. Key
system parameters for wireline applications include the vari-
ous channels, the required Continuous-Time Linear Equalizer
(CTLE) boost, the number of FFE/DFE taps and the required
range of tap magnitudes.

The purpose of this paper is to present a set of analytical
equations and methods that directly calculate the FFE/DFE tap
coefficients. These tap coefficients are the same as what would
be obtained by running an LMS algorithm simulation. As a
result, this approach can be thought of as an additional tool
for system-level designers that allows them to eliminate the
need for running the LMS algorithm while searching though
the initial design space.

Deriving analytic equations to obtain optimum equalizer
coefficients has been addressed in different contexts [1], [2],
[3], [4]. However, these equations have been developed for
general communication links but not specifically for wireline
links and, as a result, there are missing details that are
important in wireline links. For example, the equations are
under the assumption of white channel noise at the input of
the FFE, while in a wireline receiver, the channel noise spectral
density is shaped by a CTLE, which introduces correlations
between noise samples. Another limitation of the current
analysis methods is that they do not consider jitter noise or are
not directly applicable when a DFE is used. Finally, the current
optimization methods do not offer any solution to address the
practical limitations that a designer may face while the link
architecture (such as limiting the size of the individual DFE
taps to contain error propagation).

In this work, we develop a comprehensive set of equations
for co-optimizing FFE and DFE that addresses the limitations
of prior works and facilitate the designer with tools and
methods for equalizer design in different realistic scenarios.
In Section II, we first review the equations used to design a
feedforward equalizer based on the Minimum Mean Square
Error (MMSE) criterion [4]. We then extend these equations
to support the co-optimization of the DFE and FFE in wireline
receivers in the presence of channel noise filtered by a CTLE
and other noise sources in a wireline link. Then, the derived
equations are validated by showing the matching between
calculations and the results obtained by LMS-based time-
domain simulations. In section III, the effect of sampling
clock jitter is taken into account in detail, where the sampling
location may be either after a CTLE or after a continuous-time
FFE. The accuracy of the proposed jitter model is also justified

1549-8328 © 2023 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.

This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination. 

Authorized licensed use limited to: The University of Toronto. Downloaded on January 31,2024 at 23:14:05 UTC from IEEE Xplore.  Restrictions apply. 

https://orcid.org/0009-0008-6000-937X
https://orcid.org/0000-0002-6247-512X
https://orcid.org/0000-0001-8198-9890


2 IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS—I: REGULAR PAPERS

Fig. 1. Receiver employing a continuous-time adaptive linear combiner.

using time-domain simulations. In Section IV, equations are
further extended to extract methods applicable in different
design scenarios, like DFE design in the presence of error
propagation, FFE design for MLSE application, and “tap
skipping” to save FFE hardware resources. Finally, the paper
is concluded and summarized in Section V.

II. MMSE EQUALIZER DESIGN

A. Background

We start by going over the work presented in [4] where
a continuous-time Adaptive Linear Combiner (ALC) is used
as a CTLE to equalize the received signal, as shown in
Fig. 1. Derived equations in [4] provide coefficients of the
ALC, resulting in minimum mean square error. Following is a
summary of the main equations for the system shown in Fig. 1
incorporating an N -tap ALC.

Letś consider a sampling frequency of fs = 1/T , a sam-
pling time offset of t0 to ensure optimum sampling phase,
and c j (t) = p(t) ∗ x j (t) being negligible for t ≥ L ′

× T
where L ′ is the maximum length of c j (t) after sampling.1

Also, the transmit sequence is independent and identically
distributed (i.i.d.) with a power of σ 2

a .Then, defining error as
e(n) = d(n)− y(n), it is shown in [4] that the Mean-Squared-
Error (MSE) can be calculated as:

E{|e(n)|2} = σ 2
a (Cw − hδ)

T (Cw − hδ) + wT Mw (1)

In this equation, C is the sampled pulse response matrix at the
channel output with elements:

Ci j = c j ((i − 1) T + t0), i = 1 to L ′ , j = 1 to N (2)

M is the noise correlation matrix expressing cross-correlations
between noise samples at different taps (xi (t) outputs in Fig. 1)
with elements:

Mi j = E
{
ηi (n) ×η j (n)

}
(3)

where:

ηi (n) = n (t) ∗ xi (t) |t=nT +t0 (4)

and i, j = 1 to N .

1In this context, * denotes convolution operation.

hT
δ is a 1×L ′ vector with the δth component equal to 1 and all

other elements equal to zero, representing the fully-equalized
desired response at the output of the equalizer.
Finally, w is the vector of equalizer coefficients
w1, w2, . . . , wN .

For MMSE performance, [4] has calculated the optimum
equalizer coefficients, wO PT :

wO PT = A−1CT hδ (5)

where:

A = CT C +
1
σ 2

a
M (6)

Also, the corresponding MMSE is found to be:

MMSE = σ 2
a hT

δ (I − CA−1CT )hδ (7)

and is a function of δ. The optimum δ is:

δopt = arg min{[I − CA−1CT
]δ,δ} (8)

which corresponds to the minimum diagonal element of (I −

CA−1CT ) [2], [4].
It is worth mentioning that the right-hand side of (1) is

indeed a power sum of two separate contributors to the error:
residual ISI with a power of:

σ 2
I S I = σ 2

a (Cw − hδ)
T (Cw − hδ) (9)

and additive noise with a power of:

σ 2
n = wT Mw (10)

With the above as a starting point, the purpose of this paper
is to extend the analysis to cover wireline solutions that usually
employ CTLE, FFE, and DFE in their receivers, as well as to
accommodate other sources of noise that are present in these
links.

B. Reformatting to FFE-Based SerDes Model

We start the extension of the work in [4] by comparing the
system of Fig. 1 with the FFE-based SerDes model shown in
Fig. 2. From a signal perspective, considering an ideal sampler,
the output y (n) of these two systems would be identical if
xi (t) = hctle (t) ∗ δ(t − (i − 1) T ) where δ(t) is Dirac delta
function. So, xi ś in Fig. 1 correspond to the delayed versions
of CTLE impulse response, i.e.:

xi (t) = hctle (t − (i − 1) T ) (11)

By defining link pulse response, h (t), as:

h (t) = ht x (t) ∗ hch (t) ∗ hctle (t) (12)

and considering p (t) = ht x (t) ∗ hch (t) we have:

c j (t) = p (t) ∗ x j (t)

= ht x (t) ∗ hch (t) ∗ hctle (t) ∗ δ (t − ( j − 1) T )

= h (t − ( j − 1) T )

now (2) is obtained as:

Ci j = h ((i − 1) T + t0 − ( j − 1) T ) (13)
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Fig. 2. Wireline SerDes with FFE.

In wireline SerDes applications, it is a general practice to
define the channel, the equalizer, and the transmitter filter in
frequency domain [7]. So, extracting h(t) is straightforward
by the Inverse Fast Fourier Transform (IFFT). Suppose the
sampled link pulse response hn = h(nT + t0) is limited to L
samples from h0 to hL−1. As a result, C will be a matrix of
size (L + N − 1) × N as:

C=



h0 0 0 . . . 0 0
h1 h0 0 . . . 0 0
...

...
. . .

. . .
...

...

hL−1 hL−2
. . .

. . . 0 0

0 hL−1
. . .

. . . h0 0
... 0

. . .
. . . h1 h0

...
...

. . .
. . .

...
...

0 0 . . . 0 hL−1 hL−2
0 0 . . . 0 0 hL−1


(L+N−1)×N

Note that L + N − 1 equals to L ′ in (2). Also, ht x in (12)
absorbs any possible transmitter FFE. Since the pulse response
used in the construction of C is affected by both the Tx filter
and the CTLE, MMSE equations calculate the optimum FFE
taps corresponding to pre-set Tx FFE and Rx CTLE equalizer
configurations. Finding the optimum setting of these equalizers
is beyond the scope of this paper.

C. Noise Correlation Matrix

In contrast to the work in [4], in the wireline transceivers,
multiple noise sources contribute to the construction of the
noise correlation matrix. The main noise sources in a wireline
transceiver chain are illustrated in Fig. 2, including transmit-
ter noise (nt x ), channel noise (nch), crosstalk noise (nxtalk)
and Analog-to-Digital Converter (ADC) quantization noise
(nQ). nch also absorbs CTLE circuit noise (nctle) when input
referred. Moreover, the sampling clock jitter contributes to the
total noise at the sampler output.2

Having multiple sources of noise nk (t) where k represents
one of the noise sources as above, we define the extended

2For the sake of simplicity, only the channel noise is shown in the upcoming
figures of this paper.

noise correlation matrix M as:

Mi j = E{[η1,i (n) + η2,i (n) + . . . + ηk,i (n)]

× [η1, j (n) + η2, j (n) + . . . + ηk, j (n)]} (14)

where:

ηk,i (n) = [nk (t) ∗ hk,i (t)]t=nT +t0 (15)

and hk,i (t) is the impulse response from noise source k,
to equalizer tap i . Since in a practical system, noise sources
are mutually uncorrelated (E{[ni (t)n j (t)]t=nT b+t0} = 0) and
Mi j can be simplified as:

Mi j = E{[η1,i (t)η1, j (t) + η2,i (t)η2, j (t) + . . .

+ ηk,i (t)ηk, j (t)]t=nT +t0} (16)

In other words, M is the superposition of individual noise
correlation matrices associated with each noise source:

M = Mt x + Mch + . . . (17)

where each Mx is created using (3).
It is worth mentioning that using M in (10) we can obtain

the total noise power at the output of the FFE with a tap vector
of w.

For channel noise, nch (t), shown in Fig. 2, (15) can be
written as:

ηi (t) = nch(t) ∗ hctle(t) ∗ δ(t − (i − 1)T )

= nch, f (t − (i − 1)T )

Here we have defined filtered channel noise nch, f (t) =

nch (t) ∗ hctle (t). Now Mch , the channel noise correlation
matrix, can be derived using (3) as follows:

Mch,i j

= E{[nch, f (t − (i − 1)T ) × nch, f (t − ( j − 1)T )]t=nT +t0}

= Rnch, f ((i − j)T ) (18)

where Rnch, f (τ ) denotes autocorrelation of filtered noise,
nch, f (t). Having the noise PSD, K0, and frequency
response of CTLE, Hctle, Rnch, f (τ ) can be calculated using
Wiener–Khinchin theorem:

Rnch, f (τ ) = K0

∫
∞

−∞

|Hctle ( f )|2 ei2π f τ d f (19)
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Fig. 3. Incorporation of DFE in wireline SerDes.

This way, channel noise can be easily characterized since
the CTLE transfer function typically is well-defined in the
frequency domain. A similar procedure applies for creating
Mt x , the transmitter noise correlation matrix, assuming white
transmitter noise nt x .

For white quantization noise, following (3) and (15), MQ ,
the quantization noise correlation matrix, can be simplified as:

MQ = σ 2
n × I (20)

where σ 2
n and I are quantization noise power and identity

matrix, respectively.
One important source of noise in wireline links, is crosstalk.

Crosstalk noise is often caused by several neighbouring far-end
and near-end aggressors contributing through their individual
parasitic paths with their own frequency responses. Being data
sources for other links, these aggressors possess similar PSDs
to the main source and are usually uncorrelated. As a result, the
same above approach for the CTLE can be used to calculate
the crosstalk correlation matrix for each aggressor and add
them to obtain the overall crosstalk correlation matrix, Mxtalk .

We will analyse the jitter noise in detail in section III.

D. Extension to DFE (MMSE-DFE)

Fig. 3 shows the receiver side of a wireline link incorporat-
ing both FFE and DFE. We will extend the equations in [4]
so that they can provide both FFE and DFE tap values. To do
so, we must adapt (1) to the structure shown in Fig. 3.

Cw in (1) represents equalized sampled pulse response at
the FFE output. It is compared with hδ , the desired FFE output
pulse response, and the difference constitutes the residual ISI.
The first term on the right-hand side of (1) represents the
ISI power, and the second term provides the noise added by
other sources. δth element of (Cw − hδ) corresponds to the
pulse response main cursor. In the presence of M-tap DFE,
M elements of cursors after the main cursor are eliminated
by the DFE. So, ISI associated with these post-cursors should
not be considered in ISI power calculation. Accordingly, the
corresponding rows in the FFE output target vector should be
released and no-longer set to zero. To achieve this goal, we can
set the corresponding rows of C to zero (row δ +1 to δ + M),
naming the resultant matrix CM (Modified C). Fig. 4 illustrates
the creation of CM for a 4-tap FFE and 2-tap DFE example
system. Using this modification, cursors δ + 1 to δ + M in the

resultant equalized pulse response, CM w, will equal zero. Now
we can use CM in (5) and (6) to calculate wO PT . This new set
of coefficients provides the optimum coefficients of the FFE,
which no-longer attempts to minimize ISI from the δ + 1 to
δ+M cursors in isolation, but rather leaves them to be removed
by the DFE. Then the DFE coefficients, bT

= [b1, b2, . . .],
can be calculated as:

b = [Cw]δ+1 to δ+M (21)

In other words, b equals the non-zero elements of (C−CM )w.
This method is an analytical solution for co-optimizing FFE
and DFE tap values based on the MMSE criterion.

To summarize, to find the optimum coefficients in an MMSE
sense, we make use of equations (5)-(7) with the new values
for A, C, M as shown above with the DFE values found from
(21).

It is worth mentioning that for a DFE system, (8) can not be
used directly to find the delay resulting in MMSE. It’s because
the construction of CM , as shown in Fig. 4, is dependent on
the location of the output main cursor and hence the FFE
delay. In other words, CM will be different for each delay
value. In this case, a sweep of δ is needed to find the optimum
delay. Sweeping the delay is used in practical optimization of
the equalizer in the current state-of-the-art receivers during
the link start-up and is managed by higher-level optimization
engines such as a genetic algorithm.

E. Validation of Equations

A simulation set-up incorporating an LMS adaptation loop
in a PAM-4 transceiver is used to validate the accuracy of
the equations derived. Transmitted PAM-4 symbols are from
a constellation of (−1, −1/3, 1/3, 1) generated using a PRBS
source. The test channel introduces 32-dB loss at Nyquist
frequency and is followed by a CTLE. To keep the CTLE
boosting in a practical range [5], [8], [9], 13-dB of the channel
loss is equalized using the CTLE and the remaining has
been left for the following equalizers (FFE-DFE). To better
represent a realistic scenario, the CTLE consists of two zeros.
However, the optimization of the CTLE is beyond the scope
of this work. The pulse response at the output of the CTLE
(input of the FFE) is shown in Fig. 5, which is truncated
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Fig. 4. Modification of C matrix in MMSE-DFE (N = 4 and L = 5).

Fig. 5. Test pulse response.

TABLE I
TEST PULSE RESPONSE SAMPLES

TABLE II
CORRELATION COEFFICIENTS

to 20 Unit-Intervals (UI) and amplified to have a peak value
of 1. Corresponding pulse samples are listed in Table I.

Using (19), noise correlation coefficients at the output of
the CTLE are calculated as Rnch, f (nT )/Rnch, f (0). A plot of
correlation coefficients is shown in Fig. 6 and the corre-
sponding values are listed in Table II. These noise correlation
coefficients are multiplied by the intended noise power at the
FFE input to obtain different noise levels.

The current state of the art receiver operating on the links
with high insertion loss ( beyond 30dB) incorporate more

Fig. 6. Correlation coefficients at CTLE output.

than 15 taps of FFE followed by 1 to 2 taps of DFE to
compensate for the higher sensitivity of the PAM-4 signalling
to ISI [5], [9], [10], [11], [12], [13]. However, in our test
set-up, the equalizer is realized in the form of 10-tap FFE
and 3-tap DFE. Here, a longer DFE is realized to put more
stress on the optimization process. Also, for our test channel,
increasing the number of FFE taps results in multiple taps with
small magnitudes near zero, so we didn’t push the FFE length
beyond 10. By sweeping the FFE delay from 1 to 10 and
exploiting (5) and (6), an optimum delay of 5 (having w6 as
the main tap) minimizes the MSE while keeping the DFE tap
sizes less than one.

Fig. 7 shows the adaptation over 2 × 106 samples with an
LMS step size of 0.001 and noise of 30mVrms at the input of
FFE.3 As we can see, the taps have converged to the expected
optimum levels calculated through MMSE equations, showing
the accuracy of the equations. The corresponding error signal
defined as the difference between the slicerś output and input
is shown in Fig. 8. According to Fig. 8, the LMS loop settles
properly for the simulation runtime and results in an error that
settles to a 49mVrms level, which is the same value found
through analysis using (7).

The equalizer tap values are listed in Table III. For the
LMS case, average tap values are recorded over the last

3Note that for simplicity, the pulse response at the FFE input (CTLE output)
is amplified to obtain a main cursor value of 1. The actual pulse response at
the CTLE output has a 142mV main cursor. The actual noise level (integrated
noise at the output of the CTLE) before amplification is 4.26mV.
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Fig. 7. LMS vs Analytic calculation, a) FFE taps 4 to 9, b) DFE taps.

Fig. 8. LMS error settling behaviour with 30mVrms noise at the FFE input.
After convergence, error settles to 49mVrms .

1000 iterations. Table III also contains the results for the case
of 60mVrms noise at the equalizer input and the break-down
of the MSE contributor at the FFE output.

For the FFE input noise of 30mVrms and 60mVrms , the cor-
responding ISI at the output of the equalizer is 19mVrms and
41mVrms , respectively. The higher ISI noise in the later case
indicates that the equalizer designed using the MMSE criterion
results in an optimum noise/ISI balance which is achieved
by making less effort (less equalization) in minimizing the
ISI when the input noise increases to avoid excessive noise
boosting caused by the FFE.

Furthermore, as the input noise level increases, more equal-
ization is pushed from the FFE toward the DFE, which can be
inferred from having larger DFE taps for the case of 60mVrms
noise in Tabel III and also by looking at the equalized
pulse responses shown in Fig. 9. Fig. 9 shows the equalized
pulse responses after FFE and DFE summation nodes for two
different noise levels. Sharper transition and larger post-cursor
undershoot of post-FFE pulse response shown in Fig. 9a is an
indication of the higher equalization introduced by the FFE
stage at lower noise levels compared to the pulse response
shown in Fig. 9b which is wider and has a larger 1st post-
cursor. The FFE, being a linear equalizer, amplifies the in-band

TABLE III
ANALYTIC CALCULATIONS VS. LMS RESULTS

noise along with the signal, known as noise boosting. Pushing
more equalization toward DFE happens to reduce the excessive
output noise since the DFE, in contrast to FFE, does not suffer
from noise boosting. This shift of more equalization to DFE,
however, prompts error propagation as will be explained later.

III. JITTER NOISE MODEL AND SAMPLER LOCATION

The sampling noise introduced by the clock jitter depends
on the sampler location in the receiver chain. Due to advance-
ments in DSP technologies, current state-of-the-art wireline
receivers use an ADC to sample and quantize the signal after
the CTLE [4], [5], [6], [9], [10], [11], [12], [13]. Then all
the time-domain equalizations including FFE and DFE are
implemented in the DSP. Nevertheless, we characterize both
pre-FFE sampling and post-FFE sampling approaches. This is
to extend the applicability of the analysis to implementations
where for various reasons, such as cost optimization and
increasing ADC dynamic range utilization, FFE is partially
or entirely implemented outside the DSP and in the analog
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Fig. 9. Equalized pulse response for two different noise power at the equalizer input, a) 30mVrms , b) 60mVrms .

continuous-time front-end [4], [5], [14], [15]. In the for-
mer case, noise from the sampling jitter is added to the
signal before the equalizer (see Fig. 3), and introduces a
new component to the noise correlation matrix. In the case
of post-FFE sampling, as shown in Fig. 10a, the sampling
occurs after the equalizer, where the continuous-time FFE
(CT-FFE) has already shaped the pulse response. Since the
translation of the jitter to the voltage noise is dependent on
the shape of the pulse response, the sampler noise power
can be controlled by the equalizer. However this noise is
added after the equalizer. On the other hand, the developed
MMSE equation can accommodate the noise added before the
FFE/DFE. By input-referring the sampler noise of the CT-FFE,
we will be able to use the MMSE equations to optimize the
equalizer while taking post-FFE sampler noise into account.

A. Pre-FFE Sampling

Considering h (t) from (12), the received signal at the input
of the sampler (CTLE output) in Fig. 3 is:

v (t) =

∑
i

ai h(t − iT ) (22)

where ai represents transmitted data. With a random jitter of
1k at sampling time t = kT , the sampler output will be:

v1(k) = v (kT + 1k) =

∑
i

ai h((k − i)T + 1k) (23)

Approximating (23) with its first two terms of the Taylor series
expansion we have:

v1(k) =

∑
i

ai h((k − i)T ) + 1k
∑

i

ai h′((k − i)T )

= vk + nk (24)

In the above equation, h′ (.) denotes the derivative of the pulse
response, vk is the ideal sample value, and nk is the noise
introduced by sampler jitter at t = kT . Considering h′

k−i =

dh(t)
dt |t=(k−i)T we have:

nk = n(kT ) = 1k
∑

i

ai h′

k−i (25)

Since the noise samples at the FFE multipliersínput are
delayed versions of nk , we have:

ηm (k) = nk−m+1 = 1k−m+1
∑

i

ai h′

k−i−m+1 (26)

Now the noise correlation matrix can be calculated by incor-
porating (26) into (3) and considering the jitter as a stationary
process as follows:

Mmn = E
{
ηm (k) ×ηn (k)

}
= E

{
nk × nk−(n−m)

}
(27)

Continuing calculations for the right-hand side of (27),
we have:

E {nk, nk−l} = E


[
1k

∑
i

ai h′

k−i

] 1k−l
∑

j

a j h′

k−l− j


= E

1k1k−l
∑

i

∑
j

ai a j h′

k−i h
′

k−l− j


= E {1k1k−l}

∑
i

∑
j

E
{
ai a j

}
h′

k−i h
′

k−l− j

(28)

where:

l = n − m (29)

For i.i.d source symbols ai , and random uncorrelated jitter 1k
(later we will discuss correlated jitter), we have:

E
{
ai a j

}
=

{
σ 2

a i = j
0 else

(30)

E {1k1k−l} =

{
σ 2

J l = 0
0 else

(31)

where σ 2
a and σ 2

J are i.i.d source power and random jitter
power, respectively. So, (28) can be simplified as:

E {nk, nk−l} =

 σ 2
J σ 2

a

∑
i

h′

i
2 l = 0

0 else
(32)

The above equation indicates that when sampling is performed
before the FFE, having uncorrelated sampling clock jitter, the
noise introduced by the translation of sampling jitter to voltage
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Fig. 10. Continuous-time FFE model a) sampled at the equalizer output, b) equivalent model for jitter analysis.

will also be uncorrelated (which will not hold for the case of
post-FFE sampling).

Finally, for the uncorrelated noise, the noise correlation
matrix can be created similar to what was done in (20) for
the quantization noise, in which σ 2

n is:

σ 2
n = σ 2

J σ 2
a

∑
i

h′

i
2 (33)

where σ 2
n is the power of the voltage noise introduced by trans-

lating the sampling clock jitter to voltage noise, considering
h(t) as the pulse response at the sampler location.

In the case of having correlated clock jitter, following (28),
the noise correlation matrix becomes:

Mmn = E{1k1k−l}σ
2
a

∑
i

h′

i h
′

i−l l = m − n (34)

Incorporating (34) into (5)-(6) provides us with the optimum
equalizer parameters in the presence of sampling clock jitter.
Also, the final contribution of jitter-induced noise at the slicer
input (FFE output) can be calculated using (10).

B. Post-FFE Sampling

In the case of a CT-FFE implementation, where the
sampling occurs after a continuous-time linear combiner’s
summation node, one can first derive the pulse response at
the output of the CT-FFE. Then (33) can be used to determine
jitter-induced noise power. The noise obtained in this manner
can significantly differ from when the jitter is translated to
the voltage noise at the CT-FFE input. As an extreme case
example, one can consider a fully equalized pulse response
at the CT-FFE output for which the derivatives at sampling
points are zero. Hence the resultant jitter-induced noise power
would be zero. So, it makes sense to discriminate between
pre-FFE and post-FFE sampling approaches when trying to
find optimum equalizer parameters.

Post-FFE sampling is illustrated in Fig. 10(a). In this case,
although the jitter-induced noise is added after the CT-FFE,
it is still affected by the equalizer parameters. On the other
hand, in MMSE equations, noise sources are characterized
within the noise correlation matrix, M, the elements of which
are the cross-correlations between noise samples at the input

of the CT-FFE multipliers. So, we should find an input referred
equivalent for jitter noise.

To push the noise source into the optimization chain, the
sampler in Fig. 10(a) can conceptually be moved to the input
of the CT-FFE multipliers, as shown in Fig. 10(b). Note that
an exact replica of the sampling clock triggers all the samplers
in Fig. 10(b). Also, signals at the input of samplers are delayed
versions of v (t) in (22). Therefore, applying the same steps
as (23) and (24) on these signals, we can calculate the noise
at the input of multiplier m as:

ηm(k) = 1k
∑

i

ai h′

k−i−m+1 (35)

The main difference between (26) and (35) is that in the later
the jitter term, 1k is independent of m. Considering the jitter
as a stationary process, substituting (35) into (27) and applying
(29):

Mmn = E


[
1k

∑
i

ai h′

k−i

] 1k
∑

j

a j h′

k−l− j


= E {1k1k}

∑
i

∑
j

E
{
ai a j

}
h′

k−i h
′

k−l− j (36)

Finally, by taking (30) and (31) into account, Mmn is calcu-
lated as:

Mmn = σ 2
J σ 2

a

∑
i

h′

i h
′

i−l l = m − n (37)

The final equation shows that in the case of post-FFE
sampling, the jitter-induced noise can be transferred to the
equalizer input. The power of this input-referred noise is the
same as that of jitter-induced noise in the case of pre-FFE
sampling. But the noise samples are correlated through the link
overall pulse response, h(n) (even if the sampling clock jitter
is assumed to be uncorrelated). Also, (36) indicates that the
jitter correlations from sampling clock source (E {1k1k−l})
does not contribute to the construction of M (and consequently
the power of the induced noise by the sampler). In other words,
(37) remains intact, whether the sampling clock jitter is corre-
lated or not. It is in contrast with (34) for the case of pre-FFE
sampling in which the non-zero values for E {1k1k−l} alter
the elements of the noise correlation matrix.
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TABLE IV
TEST PULSE RESPONSE NORMALIZED DERIVATIVES (DV/DT/BAUD)*

C. Models Validation

Earlier, we justified the accuracy of MMSE equations in
obtaining optimum equalizer tap weights. So, here we just
demonstrate the accuracy of our jitter models by comparing the
analytical calculation of jitter-noise against the time-domain
simulation results.

Again, we use the pulse response of Fig. 5 in a PAM-4
modulation scheme. Corresponding pulse derivatives at sam-
pling points (normalized to baud rate) are listed in Table IV.
Assuming random jitter standard deviation σJ = 100mUI and
pulse response derivatives as in Table IV, the sigma of the
noise introduced by sampling clock jitter at the output of
CTLE (input of the equalizer) can be calculated using (33).
With the PAM-4 constellation of [−1, −1/3, 1/3, 1], (33)
results in σn = 71.5mVrms .

Considering a 5-tap FFE after CTLE with taps of [−0.075,
0.229, −0.574, 1.386, −0.523], the jitter-induced noise power
is calculated for two cases of pre- and post-FFE sampling. For
the case of pre-FFE sampling, the noise correlation matrix, M,
is created by incorporating σn = 71.5mVrms into (20). Then
using (10), the contribution of jitter noise at FFE output is
calculated as σn,out = 114.9mVrms .

For post-FFE sampling, M is created by substituting σJ =

100mU I, σa = 5/9, and the values listed in Table IV into
(37). In this case, (10) results in σn,out = 88mVrms .

To justify the obtained values for σn,out , the corresponding
time-domain model for each scenario (pre- and post-FFE
sampling) is realized in MATLAB SIMULINK. Then, the FFE
output signal is compared to a reference jitter-less system
to obtain the error component due to the jitter, and the
RMS value of the error is used to validate the calculation
results. The error signal has a general form of the steady-state
part of Figure 8, but with different magnitude. According to
the time-domain simulation results in MATLAB SIMULINK,
an error of 113.8mVrms and 89.1mVrms is obtained for the
case of pre- and post-FFE sampling, respectively, which are
closely matched to the calculated values for σn,out using
derived equations (114.9mVrms and 88mVrms).

IV. APPLICATION TO SOME DESIGN VARIANTS

A. Pre-Determined (PD) MMSE

MMSE-DFE is able to directly provide the DFE tap values
resulting in minimum noise and ISI power (maximum SNR).

But, in DFE-based receivers, the translation of SNR to BER
is not straight-forward since an erroneous decision made by
the DFE can propagate in the DFE feedback loop and result
in a burst of errors [16], referred to as DFE error propagation.
Error propagation can significantly impact the performance
and worsens as the DFE tap size increases due to more
tendency of the stronger feedback to preserve the error in the
loop. Therefore, if the resultant DFE taps using MMSE-DFE
become too large, the equalizer would not be at its overall
optimum operating condition.

Analysis of the exact correlation between DFE tap size and
the system BER with the presence of error propagation is
beyond the scope of this paper [16], [17]. However, the studies
show that in most cases keeping the DFE tap size bounded
to certain values is enough to minimize the impact of error
propagation [5], [18]. Although we can not bound the tap size
using closed form MMSE equations, we will show how this
goal can be achieved by minimum iterations.

With MMSE equations, we can control the exact value of
DFE taps. To do so, the FFE needs to be optimized to generate
a certain number of post-cursors with predetermined values.
This can be achieved by altering the desired FFE output vector
hδ . As mentioned before, the δth element of hδ corresponds
to the output pulse main cursor, and anything afterward is
considered a post-cursor. So, specific post-cursor values can
be achieved by setting the corresponding elements of hδ to the
desired values as:

hT
δ = [0, . . . , 0, 1, b1, b2, . . . , bM , 0, . . .] (38)

where bi denotes the corresponding value of the i th post-
cursor. Incorporating (38) into MMSE equations provides the
MMSE solution constrained to outputting a pulse response
with a specific set of post-cursors. We refer to the above
method as PreDetermined post-cursor MMSE (PD-MMSE).
Note that in this context, we use the terms “DFE tap” and
“post-cursor” interchangeably as the DFE tap values are equal
to pulse response post-cursors at the input of the DFE.

Fig. 11 shows the variation of SNR versus DFE tap size
for a 5-tap FFE and 1-tap DFE equalizer where the FFE
tap values are found using PD-MMSE.4 The optimum tap
size of 0.65 is equal to the value that is directly calculated
using MMSE-DFE method. According to the SNR profile in
Fig. 11, moving DFE tap from 0 to the optimum tap size
of 0.65, the SNR monotonically increases. As this is the
common behaviour for any single tap DFE system, one can
conclude that presetting the DFE tap value to any specific
value less than the optimum size implicitly corresponds to
bounding the DFE tap size. With the above observations,
the process of designing an equalizer including a single-tap
DFE with consideration on error propagation is summarized
in the flowchart of Fig. 12. Precise determination of the DFE
tap threshold in Fig. 12 requires post-FEC BER analysis
[17], however, [19] lists practical values for this threshold for
various applications/standards developed for different channel
losses.

4For all remaining examples in this paper we have used the pulse response
of Fig. 5 considering 30mVrms noise at equalizer input and PAM-4 modula-
tion.
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TABLE V
EQUALIZER PARAMETERS CONSIDERING THE JITTER EFFECT AND LOCATION OF THE SAMPLER

Fig. 11. SNR vs. DFE tap using PD-MMSE.

B. Partially Pre-Determined (PPD) MMSE

Although finding the optimum performance condition using
PD-MMSE is relatively straightforward for one DFE tap,
as soon as the number of DFE taps goes beyond one, it grows
in complexity because of the need for multi-dimensional
sweep of tap values to find a combination of taps that meets
both the MMSE criterion and tap size limits.

For a multi-tap DFE system, instead of sweeping all taps
using the PD-MMSE method directly, it is possible to change
the magnitude of all taps only with manipulating the size of
one of the DFE taps. For example, we can pre-determine
the 1st DFE tap (assuming it is the largest tap), and let the
optimum value of the remaining tap(s) be determined using the
similar approach applied for MMSE-DFE design. This way,
the combination of the predetermined tap and the calculated
one(s) always meets the MMSE criterion (constrained to the
predetermined tap). To do so, the (δ + 1)th element of hδ in
(38), is set to a value in the sweep range of the 1st DFE tap.
Simultaneously the rows of C corresponding to other DFE taps
(taps two and higher) are set to zero to construct CM . This
process is demonstrated in Fig. 13 for a 4-tap FFE and 3-tap
DFE system. We call this method Partially Pre-Determined
post-cursor MMSE (PPD-MMSE).

Fig. 14 illustrates the result of applying PPD-MMSE to a
10-tap FFE and 3-tap DFE equalizer example in which the 1st

DFE tap is swept from 0 to 1, and the corresponding values
of remaining taps and the SNR are calculated and plotted.
This plot shows that in this example the 2nd and 3rd taps are
reduced by decreasing the 1st tap. In other words, by sweeping
the 1st tap, we can indirectly modify the magnitude of the
remaining taps. However, there are crossover points for small
values of the 1st tap, where the magnitude of the 2nd and
3rd taps become larger than the 1st tap. Fig. 14 also shows
that, same as the PD-MMSE, changing the size of the 1st tap
from 0 to its optimum value of 0.87, the SNR monotonically
increases. Again we may conclude that presetting the 1st DFE

Fig. 12. Bounding single-tap DFE size for error propagation considerations.

TABLE VI
10-TAP FFE, 3-TAP DFE EQUALIZER PARAMETER USING MMSE-DFE

tap to any specific value less than the optimum size implicitly
corresponds to bounding the 1st DFE tap size, and by avoiding
the aforementioned crossover points it can be extended to
bounding all remaining DFE taps. However, practically, the
limiting magnitudes for the 2nd and 3rd taps are not necessarily
same as the 1st one, and it is usually smaller [19]. So, it is
possible that applying PPD-MMSE to the 1st tap does not
result in a situation in which all DFE taps meet their limits.
For example, let’s assume taps 1-3 should be limited to 0.4,
0.3 and 0.2, respectively. According to Fig. 14, no optimum
combination of DFE taps meets these limits simultaneously.
In other words, limiting the 1st tap to 0.4 results in an optimum
value of 0 and -0.43 for taps 2 and 3 (3rd tap exceeding the
limit). In this case, PPD-MMSE can be extended to limit the
1st and 3rd tap magnitudes to 0.4 and 0.2, respectively, which
results in an optimum value of 0.16 for the 2nd tap, meeting
the requirement.

It should be noted that in the above demonstration we
applied the predetermination to the 1st DFE tap because in
a properly designed equalizer with multi-tap DFE, the 1st tap
often has the highest magnitude and the most contribution
to error propagation. Even if the CTLE over-equalizes the
input signal, which may result in a pulse response with other
post-cursors greater than the 1st one, this over-equalization
will be cancelled by the FFE preceding the DFE. Nevertheless,
in extreme cases, same approach can be applied to predeter-
mine the most significant DFE tap first. Also, there is no limit
on the number of DFE taps when applying PPD-MMSE. The
selected combination of FFE-DFE tap is just an example with
a moderate complexity to demonstrate the process.

Finally, the tap values for the MMSE-optimized 10-tap FFE
and 3-tap DFE equalizer is calculated using MMSE-DFE and
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Fig. 13. Modification of C matrix in PPD MMSE method.

Fig. 14. Variation of DFE taps and SNR in PPD-MMSE.

listed in Table VI. The matching between the DFE tap values
in Table VI and the numbers annotated in Fig. 14 at maximum
SNR (minimum MSE) indicates that the PPD-MMSE indeed
provides the optimum MMSE solution constrained to the size
of the 1st DFE tap. Note that for this example, this optimum
result is achieved by avoiding a 3-dimensional sweep.

An alternative to DFE in wireline receivers is the applica-
tion of Maximum Likelihood Sequence Estimation (MLSE)
[20], [21], [22], [23], as shown in Fig. 15. In this case
we look for an optimum partially equalized pulse response.
MLSE enhances the received signal SNR at the expense of
complexity. In general, MLSE can be of higher orders and
flexibility as 1+αD+β D2

+ . . ., where alpha, beta, . . . denote
1st, 2nd, . . . post-cursors of the input pulse to the sequence
detector, respectively. However, due to the rapid increase in
the complexity of higher order MLSE, DFE may still be the
preferred choice when several noticeable post-cursors are still
remained. A commonly used MLSE configuration is 1 + D,
in which the input pulse to the sequence detector is equalized
to have only one post-cursor at the same magnitude as the main
cursor. Although finding the optimum MLSE configuration is
beyond the scope of this paper, PD-MMSE can be used for
designing the equalizer in front of MLSE targeting specific
set of the post-cursors. We applied this method to design an
example 5-tap FFE followed by a 1 + D MLSE, considering
the channel of Fig. 5, PAM-4 signalling, and 30mVrms noise at

TABLE VII
EQUALIZER PARAMETERS FOR 1 + D MLSE RECEIVER

the FFE input. Calculations are straightforward and results are
summarized in Table VII. In this example, because of targeting
a post-cursor as large as the main one, two FFE taps (3rd

and 4th taps) have relatively large values. Even though the
1+ D MLSE may not be as good as the optimum 1+αD, but
regarding the implementation complexity it is still preferred.

C. FFE Tap-Skipping

It is well known that a DFE does not suffer from noise
enhancement of an FFE [24]. It’s also been demonstrated
that at high rates, the DFE feedback loop imposes a timing
bottleneck, difficult to overcome in a straightforward imple-
mentation. As a result, speculative DFEs have been widely
used in high-speed wireline receivers [5], [9], [11], [12], [13].
The problem, however, is now the implementation complexity
grows exponentially with number of taps. As a result, most
implementations have converged to a combination of a short
DFE and a long FFE with an overlap window of post-cursor
locations.

Given the limited available hardware resources and the noise
advantage of the DFE, it may be wise in some applications
to leave the overlapped cursors to the DFE and re-target the
FFE resources to equalize the cursors outside this window.
For example, in a system containing a 4-tap FFE followed
by a 1-tap DFE, we can extend the FFE window to 5 taps
while the tap corresponding to the first post-cursor is set to
zero (still having only four multipliers). We call this method
FFE tap-skipping and its optimization process Tap-Skipping
MMSE-DFE (TS MMSE-DFE).

According to (9), having the kth element of w equal to zero
eliminates the contribution the kth column of C to the total
noise power. A similar argument applies to the kth column
and row of the noise correlation matrix, given by (10). So,
to mimic having zero FFE coefficients, we define wM , CM
and MM as follows: wM is a truncated version of the FFE
taps, in which the taps that overlap in position with the DFE
taps are removed. CM is a reduced size version of C where the
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Fig. 15. MLSE-based wireline transceiver.

TABLE VIII
FFE TAP SKIPPING VS CONVENTIONAL MMSE-DFE

Fig. 16. Modification of C and w in FFE tap skipping.

Fig. 17. Modification of M in FFE tap skipping.

columns corresponding to the overlapping taps, are removed
and rows corresponding to the overlapping taps are set to zero.
Finally, MM is created by removing both the columns and rows
of M that correspond to the overlapping taps. In Fig. 16 and
Fig. 17, this process is illustrated for an example 4-tap FFE
and 1-tap DFE equalizer, where w3 is considered as the FFE
main tap. Here, the FFE window size is extended to 5 taps by
inserting a new tap of zero at the position of w4 (corresponding
to the first post-cursor). By these modifications, (5)-(7) can
be used to obtain wM,opt . Finally, w can be reconstructed by
embedding zeros back in the locations of the overlapping taps.

Table VIII summarizes the results of applying TS
MMSE-DFE to a 4-tap FFE and 1-tap DFE for the pulse
response of Fig. 5 with 30mVrms noise at the equalizer input.
Table VIII also contains the results for a conventional equalizer

implementation that has overlap between FFE and DFE taps
designed using MMSE-DFE method. Here, the FFE main
tap is kept fixed at 3 for both cases. Comparing the results
shows a 1.4dB improvement in SNR with almost no additional
hardware (same number of active taps and only one more delay
stage). This improvement has been achieved because in this
case extending the reach of the FFE taps by one covers one
more noticeable cursor according to Fig. 5.

The effectiveness of TS MMSE-DFE is not always guaran-
teed. In fact, by applying TS MMSE-DFE, we slightly lose the
control of the post-cursor ISIs in favour of extending FFE win-
dow by adding intermediate zero taps. But, depending on the
channel characteristics, sometimes extending the FFE window
may not offer any significant improvement to compensate for
this loss of ISI control. To make it more clear, Figure 18 shows
the variation of SNR vs FFE length for the equalizer of the
above example, where sharp SNR transitions when moving
from 3-tap to 4-tap FFE and from 6-tap to 7-tap FFE are
observed. Following the above explanation, we should expect
a higher SNR improvement when applying TS MMSE-DFE to
3-tap and 6-tap FFE compared to the other cases. This is con-
sistent with the results shown in Table IX, which summarizes a
comparison between MMSE-DFE and TS MMSE-DFE while
sweeping the number of the FFE taps. As expected, Table IX
shows the highest SNR improvement of 2.4dB when applying
the TS MMSE-DFE to the 6-tap FFE. Note that in this case the
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Fig. 18. Variation of SNR vs FFE length for the equalizer with 1-tap DFE.

TABLE IX
MMSE-DFE VS TS MMSE-DFE

resultant SNR of 18.3dB lands between 16.1dB and 18.5dB
(the SNR of conventional 6-tap and 7-tap FFE). Figure 18 also
shows that the sharp SNR transitions happen for shorter FFEs,
and the plot of SNR vs FFE length turns flat by increasing
the FFE length. So, we should generally expect a higher
SNR gain from TS MMSE-DFE for shorter FFEs, as long as
those sharp SNR transitions are in scope of the available FFE
hardware (number of available multipliers). However, based
on the channel characteristics, flat transitions can sometimes
happen in short FFE regions of the SNR plot. This happens
to be the case for our example when moving from 5-tap to
6-tap FFE in Figure 18. As a result, according to Table IX,
for the case of 5-tap FFE, there is no SNR improvement when
applying tap skipping. In fact, in this particular situation, there
is even a slight 0.1dB degradation due to the loss of control
on post-cursor ISI.

V. CONCLUSION

This paper presents a set of analytical equations to calculate
optimum FFE/DFE parameters in a wireline receiver. Equa-
tions can co-optimize FFE and DFE, taking into consideration
noise colouring effect as well as sampling jitter. Two separate
approaches were presented to consider the sampling clock
jitter, one for pre-FFE sampling for discrete-time FFEs, and
another for post-FFE sampling for continuous-time FFEs.
The equations were further manipulated, and methods were
proposed for different design variants of wireline receivers.
The PD-MMSE can design equalizers with pre-determined
post-cursors at FFE output (or predetermined DFE taps). Main
applications of this method are FFE designs optimized to work
with fix-tap DFE or MLSE. The PD-MMSE can also be used
to limit the tap sizes of the DFE to reasonable ranges dictated
by the DFE error propagation. The final method, TS-MMSE,

can enhance equalizer performance where limited hardware
resources (FFE multipliers) are available. It was shown that
depending on the channel condition, the equalizer performance
can be improved by removing the overlap between the FFE and
DFE taps and reusing the hardware to extend the FFE window
size. Finally, it should be emphasized that the method proposed
in this work is not meant to replace the LMS adaptation loop,
which is typically employed in the final product, rather it
provides a quick way to calculate the adaptation results for fast
and ease of system level design, simulation, and verification.
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