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Abstract—An all-digital frequency synthesizer for cellular
transmitter is presented. Low phase-noise is achieved both
in-band and out-of-band exploiting a 2-dimensional Vernier
time-to-digital converter and a dither-less digitally controlled
oscillator. These building blocks heavily rely on digital calibration
techniques to precisely and efficiently implement two-point mod-
ulation and spur cancellation in the presence of implementation
impairments. The presented prototype shows an in-band phase
noise of 108 dBc/Hz, an out-of-band phase noise of 160 dBc/Hz
@20 MHz and in-band fractional spurs below 50 dBc. These
results are obtained for an output carrier of 1.8 GHz, a reference
clock of 26 MHz, with a power consumption of 41.6 mW.

Index Terms—All digital PLL, calibration, digitally controlled
oscillator, frequency synthesis, phase locking, time to digital con-
verter.

I. INTRODUCTION

I N RECENT years, digital frequency synthesizers have be-
come very popular thanks to the flexibility offered by dig-

ital signal processing. Performances equivalent to analog solu-
tions have been combined with the possibility of exploiting ef-
ficient digital-calibrations and fast frequency-phase locking ac-
quisitions (e.g., gear shifting) [1].
To preserve comparable performance with analog implemen-

tations, the conversion of an analog phase-locked-loop (PLL)
into a digital one requires a very fine quantization of time
and frequency. For example, the digitally controlled oscillator
(DCO) frequency resolution must be lower than 1 kHz for a
900MHz carrier to achieve a phase noise (PN) of
@ 20 MHz (from GSM transmitter specs) [1]. At the same
time, if an in-band phase noise below is sought,
a time-to-digital converter (TDC) time resolution close to 5 ps
is required for a 2 GHz output carrier and a 26 MHz reference
clock. The fractional-N all-digital PLL (ADPLL) presented in
this paper reaches both targets exploiting a dither-less DCO
and a 2-dimensional highly linear Vernier TDC.
The modulation of the transmitted signal through direct con-

trol of the frequency synthesizer is becoming a widely adopted
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technique using phase or frequency modulations (e.g., for GSM
transmitters) [1]. For these applications, the advantages given
by a digital approach in terms of calibration and re-configura-
bility allow replacing the traditional direct-up architecture with
the use of polar or out-phasing techniques even when non-con-
stant envelope modulations are used (e.g., WCDMA) [2]. In
this paper we present an ADPLL for GSM transmitter featuring
wideband direct phase modulation.
This paper is structured as follows. An overview of the pro-

posed ADPLL architecture is given in Section II. The 2-di-
mensional Vernier TDC and the dither-less DCO are described
in Sections III and IV respectively. Section V reports the fre-
quency-phase locking acquisition schemes. The calibration al-
gorithms implemented in the system are discussed in Section VI
referring issues. In Section VII the measurements results of the
ADPLL prototype are reported. Finally, the appendix provides
some stability remarks on the TDC gain calibration loop.

II. ADPLL ARCHITECTURE OVERVIEW

Digital PLLs are usually obtained from analog ones splitting
the loop into two domains, an analog one, which contains the
oscillator, and a digital one, which typically includes the loop
filter. The position and the characteristics of the A/D and D/A
interfaces define the architecture of the digital PLL giving rise
to several alternative topologies [3]–[6].
In this paper we present a digital PLLwhere the D/A interface

is placed at the DCO input and the A/D interface is placed at the
phase-frequency detector (PFD) level, using a high resolution
TDC to perform phase comparison [3]. The DCO has enough
resolution not to require dithering. The analog path from the RF
output to the divided edge is exactly the same as in a classic
PLL. The architecture is shown in Fig. 1 and implements a type
II fractional-N loop. There is a straightforward analogy with the
analog PLL, the main differences being that in the digital do-
main an accurate noise cancellation can be achieved and
that the loop filter can be easily reconfigured. The latter possi-
bility [1] allows not only reconfiguration to different standards
but also the use of gear shifting to achieve very fast locking
times.
An alternative approach to implement a digital PLL consists

in placing the A/D interface directly at RF, using a counter at
the output of the DCO (or after a few divider stages to decrease
the counting frequency). This solution eliminates the need for
a multi-modulus divider chain replacing it with an RF-counter
[1], [4]. The operation of a multi-modulus divider however does
not differ in any fundamental way from that of an edge counter,
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Fig. 1. Fractional-N, two-points modulation ADPLL architecture.

even though some differences on power consumption and syn-
chronous behavior might apply. The comparison between the
two digital PLL topologies is further carried out in [3], where
the conclusion is reached that for the same TDC and DCO dy-
namic ranges, the two architectures are completely equivalent
when a 1st order modulator is used to drive the fractional-N
divider. In this work, we use a first-order modulator to con-
trol the fractional-N loop since it requires the smallest range
for the TDC. With respect to the D/A position, some solutions
implement an analog VCO controlled through a DAC [5], thus
shifting the interface at the filter output. Even though conceptu-
ally straightforward, this solution maintains the same issues of
coupling and sensitivity of an analog PLL and requires a very
careful DAC design in terms of noise and supply rejection.
The ADPLL presented in this paper is targeted for a GMSK

transmitter using direct phase modulation. As previously men-
tioned, 2G transmission poses extreme challenges on the DCO
phase noise profile. The choice of using a direct modulation
path led to a two-point modulation scheme that ideally provides
flat phase modulation response no matter which loop band-
width (BW) is selected. This extra degree of freedom allows
the PLL bandwidth to be kept small to achieve low noise and
low spurs without implications on the modulation accuracy.
In principle this feature can also be leveraged to implement
a polar transmitter for non-constant envelope standards (e.g.,
EDGE or WBCDMA).
As a final remark, it is easily understandable that the overall

operation of the ADPLLmust rely onmultiple calibration loops.
The most important one is TDC gain calibration to achieve ac-
curate noise cancellation. Any gain mismatch here trans-
lates into possibly large fractional spurs, as it will be explained
in Section V. Another important calibration is DCO lineariza-
tion, as the dither-less DCO used in this PLL [21] exhibits a
systematic non-linear characteristic that would make accurate
modulation unachievable.

III. VERNIER TIME TO DIGITAL CONVERTER

The A/D and D/A blocks in an ADPLL set most of its charac-
teristics when compared to an analog PLL. The time-to-digital
converter represents one of the key building blocks since its res-
olution limits the in-band noise, while its linearity sets a lower
bound for the level of fractional spurs [4].

Fig. 2. (a) Linear and (b) 2-dimensional Vernier TDCs.

A. State of the Art

The resolution of the TDC must be a small fraction of the
DCO period to guarantee an acceptable in-band noise. To
overcome the limit set by the minimum delay available in
the technology, several architectures have been proposed in
the literature. Linear Vernier TDCs quantize time differences
exploiting the cumulative delay difference of two lines based
on elements whose delay is greater than the target resolution
[7], [8]. This technique breaks the trade-off between minimum
stage delay and TDC resolution, but the number of delay
elements grows exponentially with the number of bits limiting
the advantages when a large resolution is required. Multi-path
approaches [9]–[11] perform interpolation between several
parallel delay lines and, as for the linear Vernier, their effec-
tiveness is inversely proportional to the number of delay stages
required. A larger number of bits can be obtained adopting more
complex architectures directly derived from voltage-to-digital
converters. Some examples are the GRO based TDCs [13],
[14], that provides a shaped quantization noise like in
ADCs, and the two-steps TDC based on a time amplifier [12].
However these approaches are less power efficient for a reduced
number of quantization levels where other topologies like flash
TDCs become competitive.

B. From Linear to 2-D Vernier

Linear Vernier TDCs are probably the simplest topology
to implement fine resolution converters. However, the large
number of delay stages increases the TDC integral non-linearity
(INL). In the classic linear Vernier, the time quantization is
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Fig. 3. TDC scheme.

realized by taking time differences only between taps located
in the same position of the two delay lines (Fig. 2(a)). Since
a delay is accumulated after each stage, a signal edge that
lags a reference edge by at the input of the lines will lead
it after stages. Inserting one flip-flop at each stage of the
delay line it is possible to produce a digital thermometric code
that represents the digitalization of the time difference [7].
This provides uniform quantization with a total of N different
codes (N being the number of stages of each delay line), each
representing a time step (the TDC resolution).
When all possible time differences between the taps of the

two lines are considered, it is possible to define a plane (named
Vernier plane) as the one reported in Fig. 2(b) [16]. In this way,
starting with two lines with N elements each, quantization
levels with the same resolution are defined. For the same
number of bits this approach decreases the number of stages
of the delay lines, reducing not only the complexity and the
power consumption of the structure, but also the INL compared
to linear Vernier [16].

C. Implementation

The schematic diagram of the realized 2-D Vernier TDC is
shown in Fig. 3. The two delay lines define the Vernier plane
that is completely covered by a matrix of SR latches used as a
time comparators. Each latch produces a 1 or a 0 depending if
the rising edge of the reference leads or lags the rising edge of
the signal [16].
To allow proper operation over process and temperature vari-

ations, a background calibration based on a DLL is used to
force the correct ratio between the taps of the two delay lines
([16]). In the calibration mode, the reference feeds both lines
and the calibration loop adjust the tunable delay elements of line
Y (Fig. 3) until the on line X become equal to on line

. The background operation is achieved since
the acquisition and calibration phases are time-interleaved, the
former operating on the clock rising edge and the latter on the
falling edge. The tuning elements of line X are controlled at
the PLL system level defining the TDC gain, as detailed in
Section VI.

Fig. 4. TDC INL and DNL measurements.

Overall, the TDC is a 7-bit structure with 119 quantization
levels. The target resolution of is obtained choosing

and , achieving a full scale of 590 ps,
from to 545 ps. The TDC uses 30 delay elements, 11
for line X and 19 for line Y, much less than a linear Vernier
for the same full-scale and resolution (238 delay elements, 119
for each delay line). Having drastically reduced the maximum
accumulated delay, it is possible to achieve an un-calibrated INL
less than 1 LSB, as shown in Fig. 4.

IV. DIGITALLY CONTROLLED OSCILLATOR

It is widely recognized that a challenging requirement of
GSM TX PLLs is phase noise at 20 MHz offset, which should
be below for low bands. Because of this, the
reference architecture for the VCO is forced to be an LC tank
based one. When a DCO is realized instead of a VCO, an ad-
ditional quantization noise source is introduced. Quantization
noise has to be kept more than 10 dB lower than the analog
noise not to degrade the overall phase noise of the oscillator
[15]. The unit capacitor that needs to be switched in and out
of the LC tank becomes of the order of a few atto-Farads
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Fig. 5. Quantization noise of the DCO for different dithering techniques.

[17], which is quite difficult to achieve with standard CMOS
processes.

A. DCO State of the Art

A possible solution proposed in the literature is the use
of a capacitive divider [18]. This approach potentially im-
proves the DCO frequency resolution but is severely limited
by parasitic capacitance. A more reliable solution, proposed
by Staszewski et al., leverages dithering, as typically used
in DACs [19]. This solution considerably reduces the
equivalent DCO frequency resolution (e.g., down to 30 Hz)
but moves the quantization noise to higher frequencies where
phase noise specs may be even more challenging. Fig. 5 shows
the theoretical DCO quantization noise obtained without any
dithering and with different dithering techniques (the DCO
resolution is assumed to be 64 kHz, the output frequency 2
GHz, the reference frequency 26 MHz, the dithering frequency
312 MHz). The higher the order of the modulation used to
dither the DCO control word, the higher the phase noise at high
frequency offsets. Due to this problem, the dithering frequency
must be very high (a fraction of the DCO frequency) to satisfy
the emission mask requirements far away from the carrier, thus
increasing the power consumption. Furthermore, retiming of
the digital control word is required to minimize the charge
injected in the tank while to avoid any additional contribution
to the DCO phase noise [20].

B. Capacitively Degenerated LC-Tank DCO

In this work, we exploit the DCO topology proposed in [21]
and reported in Fig. 6. The fine-tuning capacitor bank is moved
from the tank to the sources of the two transistors implementing
the negative resistance of the LC oscillator exploiting an in-
trinsic shrinking effect present in the capacitive degeneration of
transistors M1–M2. If the value of the capacitance is much
greater than the ratio between the MOS transconductance
and the local oscillator (LO) frequency , the admittance
appearing in parallel to the tank is

(1)

where .The real part of is still the classic
negative conductance used to compensate the tank losses, while
the reactive part is the tunable capacitance shrunk by the square
of its quality factor. For instance, setting ,

Fig. 6. ADPLL digitally controlled oscillator scheme.

and , the shrinking factor is about
250. This means that a of 5 fF at the sources of M1–M2 is
equivalent to a capacitor of 20 aF directly in parallel to the
tank, thus achieving the required resolution without dithering.

C. Implementation

The DCO topology in Fig. 6 differs from the original one
proposed in [21] as the oscillator is biased through a current
generator connected between the voltage supply and the center
tap of the tank inductor. Placing the current source between the
power supply and the DCO improves the Power Supply Rejec-
tion (PSR). This is a very important step to reject noise origi-
nating from the voltage regulator (1.5 V) that supplies the os-
cillator. The current generator biases the whole DCO, while
the second generator sets the current that flows in the
degenerated switching pair, thereby controlling the transcon-
ductance of M1–M2 (defining and the DCO frequency res-
olution). It is thus possible to set the DCO gain while mini-
mizing the parasitic capacitive load at the sources of M1–M2
that would limit the fine-tuning range. Moreover, the current
source can be designed large enough to minimize the up-con-
verted 1/f noise.
The implemented DCO frequency can be tuned between 5.8

GHz and 8.1 GHz achieving a tuning range of 2.3 GHz (33%).
The coarse-tuning of the frequency is achieved acting on two
different switched capacitor banks (MSB and LSB banks, which
are not controlled by the PLL loop), while the fine-tuning bank
placed between the sources M1–M2 is a matrix of 16 16 var-
actors, controlled by 12 bits. All the matrix elements except one
are digitally switched in and out according to the 8 MSBs so as
to generate a thermometric fill of the matrix. The remaining var-
actor is connected to the output of a 4-bit digital-to-analog con-
verter (DAC) that provides 16 levels between and ground
and allows a fine control of the varactor unit.
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Fig. 7. (a) DCO characteristic, (b) Fine tuning-range vs. I1-I2.

D. Resolution and Re-Configurability

The current in the degenerated switching pair (i.e., ) is
set to provide a nominal fine-tuning range of 8 MHz (Fig. 7(a)
with an average resolution of 2 kHz. The corresponding quan-
tization noise lays more than 10 dB below the intrinsic phase
noise of the DCO. Different settings of imply different

in (1) thus altering the DCO fine-tuning range, which can
be varied between 5 MHz and 30 MHz as reported in Fig. 7(b).
The capability to change the shrinking factor allows reusing the
same oscillator for different standards that may require the same
number of bits but different tuning range and frequency resolu-
tion (e.g., GSM and UMTS).

V. FREQUENCY AND PHASE LOCKING ACQUISITION

The PLL locking process is usually achieved through a two-
phase scheme, a first coarse frequency tuning to re-center the
LC tank resonance around the target frequency to the requested
tuning range and a second finer frequency tuning to obtain the
proper phase/frequency locking. Although this last phase is gen-
erally performed with the simple activation of the PLL loop,
in the presented system some additional issues must be consid-
ered. The TDC adopted in this work does not behave as a PFD
for locking purposes and its full scale saturates at a DCO period
(i.e., 600 ps), covering just 1.6% of the reference period (38 ns).
For these reasons, two additional loops are introduced (Fig. 8):
a frequency-locked-loop (FLL) to compensate for the PD-only
behavior of the TDC and an Edge-Search loop to compensate for
the very small linear range of the TDC. Finally, linear locking
is accelerated through gear shifting.

A. AFCAL Calibration

The coarse frequency calibration (AFCAL-Amplitude and
Frequency calibration) is performed before activating the PLL.
An RF counter is used to measure the DCO output frequency,
with a maximum resolution of 120 kHz. While the LC-tank
center frequency is being tuned, the DCO bias is trimmed to
guarantee proper oscillation amplitude and with it the required
phase noise performance. In a typical LC-tank VCO, frequency
and amplitude are not orthogonal, so this calibration step
requires achieving a fixed-point between amplitude calibration
and frequency calibration. Amplitude and frequency calibra-
tions steps are alternated, first the DCO bias current is adjusted

to satisfy the amplitude requirements and then a frequency
step is taken to increase/decrease the oscillation frequency.
The process is iterated until the capacitor unit swapped in/out
has negligible effect on the oscillation amplitude. Then, the
amplitude loop is frozen and calibration proceeds determining
the status of the rest of the capacitor array. In this work we
opted for a robust, cold-start locking process that is able to
calibrate both amplitude and frequency starting from a pow-
ered-down VCO, with the goal of minimizing locking time
while maintaining the VCO in safe operating mode (without
exposing it so excessive swings that are possible because of
the bias tuning range required to cover locking over all PVT
corners). The overall calibration time it constrained by the need
to allow settling of the analog transients when changing bias
levels, and by the RF counter, which is necessarily limited in
terms of operating speed. A 2 GHz counter is implemented
that operates for several reference cycles to take the frequency
measurement error to the required accuracy. Moreover, as a
bisection search is performed over the capacitive banks, an
error recovery mechanism is required to make the process
robust and reliable. In fact, a canonical bisection algorithm
cannot compensate for a decision errors made during the
bisection process. Any error results in an over-range in the
following step, so that the algorithm does not converge with
the required accuracy. If the search range is not divided by 2
at each step, but a smaller radix is used, a certain degree of
margin is established that allows a (small) decision error not
to exceed the next iteration input range, so that the error can
be recovered. When compared to canonical bisection, the cost
is a small increase of iterations for the same accuracy. As a
result, AFCAL requires an average of 42.6 to converge,
which even if quite aggressive makes it the largest contributor
in the ADPLL locking time. More sophisticated and expensive
algorithms can be used to implement faster AFCAL (e.g., LUT
based approaches followed by incremental calibrations), but
this was out of the scope of this work.

B. Frequency Locked Loop

The frequency locked loop (FLL) is activated after AFCAL,
when the LC tank has been centered and the frequency error is
smaller than the fine tuning range of the DCO. The FLL is real-
ized through the RF counter. The counter output is compared to
the frequency control word (FCW) and the resulting frequency
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TABLE I
ADPLL LOCKING TIME

error is fed to the loop filter, which consists of a simple inte-
grator to make the FLL unconditionally stable. The ADPLL
stays in FLL mode until the frequency errors falls within the
linear range of acquisition of the TDC.

C. Edge Search Loop

The narrow TDC linear range requires that the divided LO
edge and the reference edge are closer than one DCO period
from each other to operate linearly, otherwise, the TDC sat-
urates and the loop dynamics become highly non linear and
much slower. This problem can be solved keeping the system in
FLL mode and controlling the multi-modulus divider to make
it swallow LO edges until the TDC enters the linear region. If
the divided edge is lagging (leading) the TDC is saturated high
(low) and the divider ratio is incremented (decremented) by one
until the TDC enters its linear region. The multi-modulus di-
vider does not affect the output frequency as the DCO is con-
trolled by the FLL that senses its output through the RF counter.
A linear search algorithm is implemented in the prototype;

this solution is capable of bringing the TDC within its linear
region within at most N-1 reference cycles (N being the ac-
tual multimodulus divider ratio), depending on the initial phase
offset (as shown experimentally in Table I). This can be easily
improved with more sophisticated search algorithms, but in this
prototype simplicity was given priority, as the overall improve-
ment on locking is not critical.

D. Phase Locking and Gear Shift

After the Edge Search phase is completed, the FLL is dis-
abled and the PLL is activated with a very large bandwidth. A
maximum of 4 gearshift steps can be programmed to achieve
the final bandwidth. The first gearshift is triggered as the DCO
input variation becomes smaller than a programmable threshold,
thus indicating steady state operation. However, the following
gearshifts are time triggered to avoid the long observation time
required to detect the steady state condition. Gearshift intervals
are then chosen according to their respective time constants. The
coefficients of the PLL loop filter are changed at each gearshift
step, resulting in different transfer functions (the ADPLL band-
width can be programmed to vary from 1 MHz to 50 kHz). This

operation produces perturbations on the settling process that can
not be avoided. The state variables of the filter are manipulated
to minimize such perturbations as follows. The initial conditions
for each step are chosen to enforce output continuity and such
that all the derivative terms are zero. The gear shift technique is
not only required to speed up the phase lock acquisition process
but to ensure reliable locking. In fact, the tiny dynamic range of
the TDC (2% of the reference period) represents a severe non-
linearity in the ADPLL loop that may affect locking. Both simu-
lation and measurement results show that if the PLL is activated
with narrow bandwidth the locking transient may produce mul-
tiple TDC saturation; resulting in an unpredictably long phase
locking time.
The overall locking process is reported in Fig. 9 and the rela-

tive locking time in Table I. Since the locking procedure is adap-
tive, it depends on the initial locking conditions, with a varia-
tion of 10% over the mean locking time. The greatest part of the
locking time is required by the AFCAL, which is the most con-
servative part of the locking process and whose time duration
is almost constant. On the contrary, the FLL, the Edge Search
and the PLLWB sections show the highest variability due to the
high sensitivity to the initial conditions.

VI. CALIBRATIONS

Advanced digital features in an ADPLL rely on a seamless
interface between analog and digital components. For example,

noise cancellation and 2-point modulation require excellent
matching between the gain of the analog and the digital paths.
Because of analog non-idealities and process spread, it is thus
fundamental to perform calibration steps to take the mismatch
between analog and digital components below a threshold that
allows achieving the performance required to satisfy all the
ADPLL specs.

A. TDC Gain Calibration

The proposed ADPLL architecture is based on the cancella-
tion of noise, whose accuracy is mainly dominated by the
gain of the time-to-digital conversion [3]. Therefore we rely on
an accurate background calibration scheme to track gain varia-
tions. This technique is used in Automatic Gain Control (AGC)
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Fig. 8. FLL and edge search loop.

Fig. 9. Frequency -phase locking acquisition.

circuits, where it is known as “Zero-Forcing gain control” [31].
Furthermore this scheme is widely used in ADC calibrations and
has already been applied to TDC calibration as well [22]. Back-
ground operation is achieved correlating the signal after cancel-
lation with the fractional cancellation signal, as in Fig. 10. The
granularity of the gain correction that is applicable to the TDC
limits the calibration accuracy. The TDC gain is controllable in
the analog domain with 10 ps resolution (1.6% accuracy), there-
fore the TDC output is further corrected in the digital domain to
achieve a finer resolution. The calibration machine implements
the necessary logic to merge the analog and the digital paths.
Since the TDC gain varies during the calibration settling, the
system depicted in Fig. 10 is fundamentally nonlinear. Its non-
linearity is due to the presence of both the variable gain TDC
and of the multiplier (correlator). In Appendix I, we provide a
simplified theoretical analysis of the calibration loop that shows

Fig. 10. TDC gain calibration loop.

that the loop stability can be guaranteed only if the spur tones
are outside of the PLL bandwidth. Therefore the TDC Gain Cal-
ibration loop must be disabled when the fractional spur falls in
the band of the PLL.

B. TDC Linearity Calibration

In a PLL implementing first-order residue cancellation,
the TDC linearity has a deep impact on the fractional spurs that
are generated in the PLL (as detailed in VII.B). Therefore, TDC
linearity has to be corrected to achieve INL well below 1 LSB.
Because of this, we perform linearity calibration with a fore-
ground process that is aimed at identifying individual threshold
discrepancies and correcting them. Threshold identification is
achieved through a histogram method that is borrowed from the
ADC literature [23], [24]. Once the actual thresholds have been
estimated, the mismatch on the X and Y delay lines are esti-
mated as well. This can be achieved averaging through least
squares fitting of the measured thresholds the thresholds ob-
tained in a model that only includes the TDC X and Y inverter
line delays. Once the errors in the X and Y delay lines are cal-
culated, each delay element is trimmed to compensate for mis-
match effects. The whole process is iterated until convergence
is achieved. However this is still a coarse adjustment (Fig. 4).
Then, a digital fine correction is further performed, where each
individual TDC output code is digitally shifted to maximize the
linearity. This operation represents a quantization levels adjust-
ment and quantization thresholds are not affected. The overall
linearity is enhanced (as shown by the reduced fractional spurs
(Fig. 14)) but the INL (as computed through the standard code
density test [25]) can not be calculated because of the non-uni-
form quantization levels. Because of a digital limitation in the
current silicon, the amount of fine correction is limited to 0.5
LSBs which nonetheless provide 5 to 10 dB improvement in the
lab on the spurs level, as shown in Fig. 14. Simulation results
with 6 bit digital correction indicate a margin of improvement
of at least 10 dB, which would take spurs below .

C. DCO Calibration

Wideband two-point modulation relies on accurate DCO
gain. In the presented PLL, as shown in Section IV, the DCO
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Fig. 11. ADPLL prototype.

fine-tuning characteristic is non-linear. During two-point mod-
ulation, the instantaneous frequency deviation is coded as a
control word and fed to the DCO assuming a linear relationship.
Therefore, it is of uttermost importance to calibrate not only
gain, but also non-linearity so as to provide a “nominal” DCO to
the modulation engine. We also remark that during modulation
the DCO input signal cannot be regarded as a “small” signal
since large portion of the DCO input range might be explored.
In all digital PLLs, the DCO gain is generally calibrated with

a digital normalization process based on a background algo-
rithm that measures the phase error present in the loop [1]. The
same approach could be extended to provide the predistortion
of the entire DCO characteristic. However this operation inside
the PLL loop is non trivial and would be too expensive in terms
of computation. The solution proposed in this paper provides
the signal predistortion only on the path that directly drives the
DCO (Fig. 1), reducing the computational complexity. This is
the only component of the two-points modulation that, acting
outside the loop band, is not linearized by the loop.
Polynomial fitting is used for LO predistortion. The higher

the degree of the polynomial, the more accurate the approxi-
mation is. However, the cost of performing predistortion and of
determining its coefficients increases with the polynomial de-
gree. Not only polynomial fitting becomes more cumbersome
with increased polynomial order, but also the time required for
calibration becomes longer, which generates a more important
constraint for the implementation. As a consequence, a second
order approximation has been selected for the LO predistortion.
Polynomial coefficients can be efficiently computed measuring
the DCO control word variations when a given frequency shift
is imposed through the sigma-delta modulator; therefore is not
compatible with background operations. As shown in Table I,
the DCO calibration step adds 17 to the calibration time, re-
sulting in an ADPLL with an off to start time of TX of 79 .

VII. ADPLL PROTOTYPE

The ADPLL prototype, fabricated in 55 nm low power
CMOS TSMC process is inserted in a complete transmitter
for GSM application (Fig. 11). The entire transmitter occupies
an area of 3.5 while the total active area reserved to the
ADPLL is 0.7 . The output carrier frequency corresponds

to 1.8 GHz/900 MHz after a division by 4/8 of the DCO oscilla-
tion frequency. The use of a 7.2 GHz DCO core is motivated at
the system level to minimize the pulling with other oscillators
when integrated in a full transceiver, at the cost of increased
power consumption for a given phase noise performance.
The total power consumption of the frequency synthesizer is

41.6 mW, where 32.5 mW are consumed by the DCO, 5.4 mW
by the dividers, 0.75 mW by the TDC and 3 mW by the digital
processor.

A. Phase Noise and ADPLL Transfer Function

In a digital PLL, there are two dominant in-band noise con-
tributors, the phase noise coming from the reference oscillator
and the quantization error introduced by the TDC, which can be
approximated as white noise [6].

(2)

With a carrier at 1.8 GHz and the implemented TDC
, the expected plateau is .

At this level, even a reference contribution of
increases the overall PN by 0.4 dB. Since inside the PLL band
the gain between the reference oscillator phase noise and the
PLL output noise is , the corresponding reference oscillator
phase-noise should be , which is a challenging
requirement at low offsets . With the on-board
GSM-grade crystal, we measured in-band
phase noise, thus 3.4 dB away from the theoretical value. We
repeated the measurement with a more expensive crystal, which
we could only obtain for a frequency of 27 MHz. As reported in
Fig. 12, the measured PN was in band, which
is now only 1.9 dB away from the target (the expected PN with
a 27 MHz reference is ). The measurement was
taken with an Agilent E5052B-M1 phase noise meter using a
loop bandwidth of 800 kHz. It is possible to note that the refer-
ence oscillator is dominant for frequencies lower than 10 kHz.
The DCO has a negligible impact at high offsets. Assuming
ideal, quantization dominated, TDC noise, we could infer a PN
of (26 MHz reference) and (27 MHz
reference) at 100 kHz offset for the reference oscillators [33].
These numbers are compatible with the reference oscillators
specs, so the exact TDC contribution to the in-band floor could
not be assessed.
In Fig. 13 the ADPLL transfer functions with and without the

two-point modulation are reported. When the two-point is acti-
vated, the modulation bandwidth is limited by the zero order
hold transfer function due to the reference clock of 26 MHz.
This curve represents the ultimate limit to the two-point mod-
ulation bandwidth. The two-point modulation transfer function
is remarkably flat also in the surroundings of the ADPLL band-
width, where an inaccurate signal injection at the input of the
DCO could produce a discontinuity in the signal transfer func-
tion. It is worth noting that, although the frequency response of
the two-point modulation scheme extends almost to the Nyquist
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Fig. 12. PLL output phase noise (bandwidth enlarge compared to operative condition).

Fig. 13. PLL transfer function. Experimental setup limitation decrease measurement accuracy above .

Fig. 14. Fractional spurs.

frequency of the sampled loop, the deployment of wide-band
phase modulation needs to comply with the dynamic range of
the DCO in terms of instantaneous frequency deviation which
is related to fast phase trajectories.

B. Spurs

All fractional-N PLLs are affected by fractional spurs. There
are many mechanisms at the origin of fractional spurs, usually
related to analog coupling issues. A digital PLL should be less
vulnerable to analog couplings, even though the TDC is indeed
an analog block at its input ports. However the choice of a first
order Sigma Delta modulator with residue cancellation (taken

to minimize the required TDC full-scale) limits the spurs sup-
pression [3]. In order to understand the effect of a partial can-
cellation, we can analyze the consequences of the absence of
cancellation. In this case, a saw-tooth residue would appear at
the input of the loop filter with amplitude (in the phase do-
main (Fig. 15)) and frequency equal to the synthesized
fractionality,

(3)

If , the spurs appear at the output without
attenuation, which means that a 0 dBc fractional spur would
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Fig. 15. TDC gain calibration system phase domain model.

TABLE II
SUMMARY RESULTS AND STATE OF THE ART

appear.1Residue cancellation relies on the accuracy of the TDC
gain compensation. If we assume the nominal TDC gain to be 1
and the compensated gain to be , we get

(4)

Therefore, we need to compensate TDC gain to a precision of
0.1% if we want to keep fractional spurs below . TDC
non linearity makes the picture even worse, as goes
through a non-linear block. If we assume a polynomial non-lin-
earity, the amplitude of harmonics is affected but not their fre-
quencies. However, since the PLL is sampled at the reference
frequency , higher harmonics of are folded
in-band. For this reason, the evaluation of the worst spur cannot
be limited to , but must considered all the harmonics that
compose .
We measured fractional spurs for well within the PLL

bandwidth so that a significant number of harmonics could be
evaluated without any attenuation. Fig. 14 reports results as
a function of the carrier frequency, taking the first seven har-
monics. The measurement results are reported for the entire
tuning range of the DCO. The TDC gain calibration algorithm
resulted in a worst-case spurs level while a worst-case
spur level of was obtained after linearity calibration
was included. The total spur power depends on the number of
spur harmonics falling in band, which is 2.2 dB larger than

1Actually the spur is even higher since the narrow-band frequencymodulation
approximation can not be applied.

the fundamental power in the asymptotic case that all spurs
fall in band without non-linear distortion. As a final consid-
eration, we note that the use of higher order modulators
would remove this spur generation mechanism at the expense
of increased TDC complexity. Alternatively, the insertion of
a dithering sequence at the modulator level, with conse-
quent digital cancellation, would whiten the residue sequence.
The same idea could be applied in an analog manner on the ref-
erence clock and once more digitally cancelled, with the same
consequence of whitening the residue signal [4].

C. State of the Art Comparison

The main characteristics of the proposed ADPLL are sum-
marized in Table II and compared with state of the art digital
frequency synthesizers. For a fair comparison, the out-of-band
phase noise should be normalized to the output carrier frequency
while the in-band noise also to the reference frequency. After the
proper normalization, the presented ADPLL shows the lowest
out-of-band phase noise i.e., at a frequency offset
of 20 MHz. In this case, the major contribution comes from
the DCO and depends mainly on the analog noise sources since
the digital quantization noise has been minimized adopting the
dither-less architecture presented.
The ultimate limit for the in-band phase noise is the quantiza-

tion introduced by the TDC and the reference oscillator. In this
case the solution proposed shows one of the best compromise
between in-band phase-noise and TDC power consumption
(Table II). Although the solution proposed by Lee et al. reaches
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the lowest in-band phase noise ever reported (
for a reference of 50 MHz), this outstanding performance is
paid consuming up to 70 mW. On the contrary, thanks to the
2-dimensional Vernier TDC, the proposed ADPLL shows an
in-band phase noise of consuming just 0.75
mW. Similar performances are obtained also by the GRO-based
ADPLL proposed by Hsu, but also in this case the power con-
sumption in much higher (3.5 mW).

VIII. CONCLUSIONS

In this paper a high performance ADPLL for cellular trans-
mitters has been presented. It combines the noise performance
of the best analog PLLs with the flexibility of digital circuits,
allowing wideband two-point modulation and fast locking,
meeting the demanding 2G TX requirements. Measurements
and FoM classification confirm the soundness of the proposed
solution.

APPENDIX
CALIBRATION LOOP STABILITY

Both measurement and simulation results show that the
TDC gain calibration loop becomes unstable when the frac-
tional spurs fall within the PLL bandwidth. The aim of this
appendix is to derive an intuitive theoretical explanation of this
phenomenon based on the analysis proposed in [31] for the
“Zero-Forcing gain control” technique.
The TDC gain error calibration loop is embedded in the PLL

loop and interacts with it (Fig. 15). The system is non trivial
to analyze since the TDC loop is non-linear. While there is no
rigorous meaning in defining a TDC gain calibration loop band-
width, it is intuitive to model it as a low-pass loop that needs to
compensate DC gain variations and therefore is very slow com-
pared with the PLL dynamics. Because of this, if we assume the
system to be in steady state, the analysis of the PLL loop can
be carried out assuming the TDC gain calibration is steady and
constant, thus effectively opening its loop.
During normal operation, the phase error caused

by the first order modulator can be represented as a saw-
tooth signal with frequency and amplitude that we
label . The same signal is digitally subtracted at the
output of the TDC (after proper scaling); therefore we can de-
fine a residue

(5)

that is equivalent to once injected at the loop filter
input. is the ratio between the actual TDC gain and its nom-
inal value, and is the applied gain correction factor. Because
of the previous assumption on the interaction between the loops,
the transfer function between and , at the loop filter
input, is

(6)

where is the PLL open loop transfer function. The
phase error can then be expressed as:

(7)

where and are the coefficients of the series expansion
of the saw-tooth signal . The analysis of the correlator
output becomes cumbersome in general terms. If we restrict
it to the first order harmonics of and , we obtain

(8)

Assuming the calibration loop filter to be an integrator (with
gain ), we can neglect the term at and obtain the fol-
lowing equation for the gain correction loop output

(9)

Equation (9) represents a first order feedback system that
is stable only if the multiplying coefficient is negative. When

is higher than the PLL bandwidth the dependency on
can be neglected, as it is a high-pass function. The dy-

namic response of is dependent on , resulting in a slow
settling if is low and a fast settling if is high. In our design
the PVT spread of is limited so the speed of convergence is
not heavily affected. If this were not the case, an exponential
gain control technique can be applied as in [31], [32]. When

becomes lower than the PLL bandwidth, the attenuation
due to slows down the dynamics of the calibration
loop. The term further reduces the speed of
the loop when approaches 90 . Furthermore, in
a PLL of order higher than one, exceeds 90 as

becomes smaller, resulting in a sign change of the loop
which becomes unstable. This analysis, which is based on sim-
plified assumption, is nonetheless confirmed by both simulation
and measurements. As a result, since the TDC gain does not de-
pend on , we need to calibrate the TDC gain when
is outside the PLL bandwidth, and disable the loop when it falls
inside.
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