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Abstract—A multistandard SAW-less receiver is designed ex-
ploring a current-mode architecture. A class-AB common-gate
transformer-based low-noise transconductor amplifier (LNTA) is
used to provide high linearity and harmonic filtering. A resonant
passive mixer is adopted in order to allow the current-mode
operation and improve the harmonic rejection. A low-power
divider with intrinsic 25% duty-cycle is introduced to drive
the passive mixer. A second-order Rauch biquad with complex
poles makes-up the IQ blocker tolerant baseband. The receiver
is designed to be suitable for SAW-less TDD and typical FDD
applications with 3.8 and 1.9 dB of NF and 18 and 16 dBm
of IIP3, respectively, using only 32 mW for each receiver.

Index Terms—25% duty cycle, baseband, blocker tolerant,
current-mode, direct conversion, divider, dynamic range, fre-
quency-division duplexing (FDD), GSM, harmonic mixing,
linearity, low-noise transconductor amplifier (LNTA), low power,
noise folding, reciprocal mixing, resonant mixer, SAW-less,
time-division duplexing (TDD), UMTS, W-CDMA.

I. INTRODUCTION

H IGH performance wireless receivers, invariably use ex-
ternal surface acoustic wave (SAW) filters to attenuate

out-of-band blockers before they reach the low-noise ampli-
fier (LNA) input. For time-division duplexing (TDD) systems,
such as GSM, isolation between the transmitter (TX) and re-
ceiver (RX) is provided by the T/R switch and not by the SAW.
Therefore, the external SAW can be removed if the receiver
can tolerate moderately large interferers (e.g., 0 dBm 20 MHz
away for GSM [1]) without degrading its dynamic range. On
the other hand, in frequency-division duplexing (FDD) systems,
like W-CDMA, since the external SAW performs both filtering
and duplexing, it becomes much more difficult to eliminate it
without incurring in drastic performance penalty. In this case,
the main goal is to minimize the receiver noise figure (NF) in
order to achieve high sensitivity at the antenna notwithstanding
the SAW attenuation.
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Fig. 1. Reciprocal mixing effect.

Another place where the SAW filter could potentially be re-
moved is in front of the diversity RX chain that is present in both
TDD and FDD systems for advanced standard (e.g., release 8 or
higher). This is possible, however, only if 20 to 25 dB of isola-
tion between primary and diversity antenna can be insured.
Nowadays, SAW filters perform also differential to single-

ended (SE) conversion. Without external SAW, it is very de-
sirable to use an SE input receiver and connect it to the an-
tenna (through the T/R switch). This lowers cost, reduces com-
plexity/form-factor, and improves sensitivity. In fact, without
fixed frequency RF filters, it is possible to use a single wideband
receiver in place of multiple narrowband ones. Furthermore,
eliminating the attenuation associated with the SAW/balun, a
SAW-less single-ended transceiver can have a noise figure (NF)
2–3 dB higher than a classical one and still achieve the same
sensitivity.
On the other hand, without RF filtering, some of the classical

problems of wireless receivers are exacerbated, i.e., gain com-
pression, intermodulation, reciprocal mixing, harmonic mixing,
and noise folding.
Gain compression can occur even with a continuous-wave

blocker, due to either limited current range (slewing) or limited
voltage range (clipping) at RF and/or at baseband (BB) causing
de-sensitization. Through the same mechanisms, two or more
out-of-band interferers can generate intermodulation products
that fall in band. A blocker-tolerant receiver should, therefore,
have the lowest LNA transconductance (to avoid slewing when
a class-A LNA is used) and the smallest voltage gain throughout
the RX chain (to avoid clipping) while maintaining good sensi-
tivity. Furthermore, the BB should have the largest possible dy-
namic range, i.e., the ratio between the maximum out-of-band
signals that it can handle and the in-band noise.
Reciprocal mixing is due to the down-conversion of the LO

phase noise by the blocker, as shown in Fig. 1. It follows that,
in a SAW-less receiver, to preserve the NF, the LO phase noise
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Fig. 2. Harmonic mixing effect.

must be reduced by the amount of filtering originally provided
by the SAW [2]. Small LO phase noise implies large power
consumption in the VCO/PLL and in the clock phases gener-
ation/distribution blocks.
Finally, harmonic mixing/noise folding occurs since

down-conversion is done multiplying the RF signal by a
square wave. As shown in Fig. 2, the odd harmonics (for a
differential topology) of the LO frequency present in the square
wave clock folds to BB any signal located at these harmonics.
Three GPP requires coexistence with blockers located at all
multiple frequency of the channel spacing allowing, however,
some exceptions. To limit the number of required exceptions,
LO phase noise should be low and harmonic rejection mixing
and/or filtering at the LO harmonics should be implemented.
On the other hand, noise folding occurs even when no blocker
is present and can only be reduced by minimizing the noise
energy at the LNA output at the clock harmonics. We will show
how, through architecture and circuit innovations, all of the
above critical problems can be addressed without incurring in
large power consumption penalties.
The paper is organized as follows. Section II gives a brief

review of prior art focusing especially on a recent blocker-tol-
erant, noise-cancelling receiver that represents the reference de-
sign at the present time [2]. Sections III–V present the new pro-
posed architecture discussing the key building blocks from the
antenna to base band. Section VI provides measurements re-
sults. Finally, Section VII draws the conclusion.

II. OVERVIEW OF PRIOR ART

Over the years, there has been an evolution of the archi-
tecture of wireless receivers and today the de facto standard
is shown in Fig. 3. It is made up of a transconductance LNA
(LNTA) that drives a current-mode passive mixer followed by
a low-input-impedance filter or TIA. Such an architecture was
studied by Redmann-White [3] and was first implemented at
GHz frequency by Sacchi et al. [4]. Later, many other have
used it [2]–[6] to improve linearity and save power. The ad-
vantages of this architecture stem primarily from the fact that
most of the voltage gain is moved to BB after a certain amount
of filtering has occurred. Furthermore, the I and Q mixers are
almost invariably driven by nonoverlapping 25% clock. Such
an approach complicates phase generation and distribution, but
its better noise for both mixer and BB [7], [8] and larger con-
version gain makes it the solution of choice. More recently, the
close correspondence between a multiphase passive mixer and a
switched capacitor -path filter has been pointed out [9] and its

Fig. 3. Current-mode receiver chain.

potential for implementing high- bandpass filters analytically
demonstrated [10].
Leveraging the architecture of Fig. 3[4], [11], [12], wireless

receivers have gone from narrowband to wideband at the cost,
however, of increased noise and/or power consumption [2]. Ex-
amples are the so-calledmixer first topology [13], [14] that elim-
inates the LNTA from the RX path or some SAW-less architec-
tures [15], [16].
Recently, another step toward the so-called software defined

ratio (SDR) has been taken by the blocker-tolerant, noise-can-
celling receiver [2] that extends noise cancelling to the entire
front-end. While the original noise-cancelling LNA [11]–[17]
implements broadband voltage gain (at the risk of clipping),
the new receiver uses two noise-cancelling front-ends operated
in the current domain. Harmonic mixing is cancelled with
an eight-phase harmonic rejection mixer whose outputs are
summed in the TIA. The RF front-end achieves excellent
antenna sensitivity (1 to 2 dB better than traditional receivers
with external SAW), which degrades by only about 2 dB with
a 0-dBm blocker. However, even with a SE signal path, it
requires about 65 mW at 2 GHz and 1.2 mm in 40-nm CMOS.
Furthermore, the SE circuit gives only around 50 dBm IIP2 and
is susceptible to spurious couplings since simple inverters are
used as gain stages.
As a further step in this evolution, we report a SAW-less

SE receiver with excellent linearity and blocker tolerance to-
gether with a good mix of sensitivity and bandwidth. Compared
with the state-of-the-art [2], it has a narrower band and a larger
NF but, provided that the correction of the transformer errors
yields the expected results, has the potential to be used in com-
mercial smart phones. On the other hand, it requires much less
power and area while offering much better disturbance immu-
nity thanks to the use of a fully differential (FD) signal path.
Good harmonic rejection is obtained without the use of a very
large number of LO phases. Furthermore, no noise cancellation
is used to avoid duplicating the front-end.
The same architecture is used to implement a differential

input receiver for FDD applications (like W-CDMA). In this
case, the main goal is to take advantage of the fully differential
signal to simplify the transformer structure and get much better
NF (by almost 2 dB), although with less harmonic filtering.

III. LOW-NOISE TRANSCONDUCTOR AMPLIFIER

Fig. 4 presents a simplified SE version of the LNTA. The cir-
cuit is built around an input transformer with one primary and
two identical secondary coils. The transformer splits the signal
feeding it to the two inputs of a class-AB p-n common-gate
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Fig. 4. Single-ended LNTA basic structure.

amplifier. The use of a transformer allows the voltage to swing
above the supply and below ground class-AB operation and
low noise biasing. Moreover, the small turn ratio between
secondary and primary (high for a transformer n:1) reduces
voltage swing and gives current gain at the secondary. Re-
ducing the swing at the source of the input transistors improves
linearity, while current gain is achieved at no linearity penalty.
As shown in Fig. 4, the current is split almost equally between
the two secondary coils that have the same inductance and
drive almost the same impedance. While the input ideally
cannot compress, the output can if the load impedance is too
high. With an equivalent transconductance of 40 mS, the output
compresses at 0 dBm if the differential output impedance is
greater than 200 . However, current-mode operation implies a
low impedance load, giving a high linearity/compression point.
A common-gate topology is used for better linearity but at the
cost of a high NF in matching condition [18]. To reduce noise,
a passive gate boost is used, as shown in Fig. 5. Applying a
replica of the input voltage to the gates of the MOS transistors,
the excess noise becomes times smaller than the noise of
the classical common gate amplifier as reported in

(1a)

(1b)

where and are the NF with and without boost,
is MOS excess noise factor, and is the transformer ratio.

On the other hand, a larger gate–source voltage swing degrades
linearity, thus a tradeoff between linearity and NF exists. Both
implemented circuits (shown in Fig. 6) use an FD signal path
to reject common-mode noise and a cascode stage to improve
output impedance for current-mode operation of the mixer. The
FDD LNTA [shown in Fig. 6(a)] is FD, making it compatible
with an external differential duplexer. Boosting is done through
a couple of capacitors connected to the input pins. The TDD
LNTA [shown in Fig. 6(b)] is SE and can be directly connected

Fig. 5. Single-ended LNTA boosted structure.

to the antenna switch in SAW-less applications. In this case, the
transformer acts like a balun to drive the FD on chip signal path.
With a single-ended input, it is not possible to use a capacitive
boost, so a fourth coil is required [19].

A. Boosting Tradeoff

The amount of boosting depends on the transformer ratio
and sets the performance of the LNTA. On the other hand, under
matching conditions, the of each input MOS transistor is
constrained to be

(2)

Fig. 7 shows the required to achieve matching and the
corresponding NF versus the transformer ratio. For , the
NF is close to that of a classical CG, while for the re-
quired gm, and therefore power consumption, is not compat-
ible with the targets. The range has been divided
into two zones, one more suitable for TDD and one
for FDD applications . For the TDD case, high lin-
earity/compression has been favored with respect to NF since
a SAW-less receiver can have an NF 2–3 dB higher but should
handle large out-of-band interferers. On the other hand, for the
FDD case, the duplexer requires lower NF but reduces the lin-
earity requirement.

B. Transformer Design Issues

In both the SE and the FD LNTA, the transformer has a key
role; however, being connected to the input pins, its noise is di-
rectly added to the noise of the source degrading the NF. To
reduce losses, the transformer should have a coupling coeffi-
cient as close as possible to one and the highest to reduce
its intrinsic noise. The achievable performances are strictly cor-
related to the technology adopted. Nowadays, a low-cost RF
process (as the one used) has typically no more than six copper
layers, of which just one thick, plus a thick aluminum one for
bond pads (AP). To maximize the coupling coefficient, the pri-
mary and secondary coils should be overlapped [20], however,
with only one thick metal layer, this compromises the quality
factor of one coil.
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Fig. 6. (a) Fully differential LNTA for FDD applications. (b) Single-ended input LNTA for TDD applications.

Fig. 7. Input MOS transconductance and NF versus transformer ratio.

In the case of a simple transformer, it is possible to demon-
strate that, independently of the current gain , the two coils
contribute equally to the overall noise and, thus, a stacked
design inevitably penalizes one of the two windings. However,
in the case of the LNTA proposed (Fig. 8), it is possible to
demonstrate that, when the impedances of the windings are
much greater than the driving and loading impedances, the
noise transfer function associated with the primary coil is

(3)

while for a single secondary coil it is

(4)

Therefore, the noise contribution of the secondary with respect
to the primary is

(5)

Fig. 8. LNTA simplified scheme for transformer noise analysis.

From (5), for (as used in this design), the noise of the
secondary is lower than that of the primary for the same .
Therefore, the primary coil should use the thick copper metal
while the secondary should use the AP metal due to its minor
impact on the overall noise of the transformer.
When an additional coil is needed, as in the case of the LNA

topology of Fig. 6, it is not possible to use a three-layer stacking
to have both symmetric secondary and maximum quality factor
since the bottom metal would give too much series resistance.
The two secondary coils are thus realized on the same plane
using the AP metal while the boosting coil is implemented with
the thick copper layer as the primary coil. In general, the trans-
former use no more than two or three turns coils to avoid a large
number of crosses that would degrade the overall quality factor.
Considering all the above constraints (NF versus power

tradeoff and technology limits), the transformer ratios for the
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Fig. 9. Layout of three secondary transformer topology for SE LNTA.

SAW-less receiver is (high linearity zone) while for
the FDD receiver is (low noise zone). For the
transformer, a primary with two turns is used. This is because
the two secondary can be obtained using the exact same shape
as the primary changing only the metal layer and the position of
the cross. Unfortunately, since in this case the secondary coils
need a center tap to provide VDD and ground connections, a
symmetrical structure demands two crosses instead of one. To
maximize coupling and to minimize the number of crosses the
position of the crosses should be the same for both primary and
secondary coils. This can be obtained in a simple way rotating
the input (primary) by 90 degrees with respect to the outputs
(secondary) (Fig. 9). Notice that, through this layout, an exact
2:1 ratio is obtained taking advantage of the constructive mu-
tual inductance between the two coils. For the third secondary,
a concentric spiral winding is used. Placing one turn of the
secondary inside and one outside of the primary winding, as
shown in Fig. 9, the desired 1:1 ratio is obtained. The light
gray lines are the ultrathick copper used for the primary and the
boosting coil while the dark gray lines are the AP used for the
two secondary. To maximize the coupling, the primary and the
two main secondary are perfectly overlapped.
According to [20], a transformer can have a notch in the

transfer function due to the coupling capacitor that always ex-
ists between primary and secondary coil. This notch occurs at
the particular frequency for which the capacitor current and the
induced current cancel out as they are equal in module and oppo-
site in phase. The frequency of the notch can be adjusted adding
an explicit capacitance between the primary and the secondary
coil, as shown in Fig. 6(b). Tuning the position of the notch such
that it corresponds to the frequency of the third harmonic at least
30 dB of extra harmonic rejection can be obtained over the en-
tire band of interest.
Using the same criteria outlined above, it is possible to realize

the two secondary of the transformer, as shown in Fig. 10.
The two dark gray lines (the two secondary) occupy the same
space as the three-turns light gray lines (the primary) in order
again to maximize coupling.

IV. RESONANT MIXER AND 25% DUTY-CYCLE CLOCK

The and down-converters are realized by using a cur-
rent-mode passive mixer in series with an LC tank resonating at
the fourth harmonic of the local oscillator (LO) (Fig. 11). The
impedance of the LC tank is reflected at the input of the

Fig. 10. Layout of two secondaries transformer topology for FD LNTA.

Fig. 11. Resonant mixer.

mixer shifted up and down in frequency by (and scaled
in value). This increases the impedance seen looking into the
mixer around the third and fifth harmonics of the LO. Due to
such an impedance translation mechanism, the current partition
between the output impedance of the LNA and the
mixer input impedance reduces the current entering the mixer
at the third and fifth harmonics of the LO without significantly
affecting the one at the fundamental frequency. The end result
is an improvement in the overall harmonic rejection of the RF
front-end.

A. Third and Fifth Harmonic Rejection

Assuming a perfectly differential structure (i.e., neglecting
even harmonics), the input impedance of the 25% duty-cycle
quadrature mixer can be approximately found using the
theory of Mirzaei et al. [7] as

(6)

where is the impedance at the mixer output (assumed
to be narrowband). Assuming for simplicity that the down-con-
verted signal is sensed by an ideal TIA, becomes the LC
tank resonating at . appears at the input of the mixer
scaled by a factor around the third and fifth harmonics and
by a factor at (higher harmonics have been ne-
glected for simplicity). Since the LC tank is reflected also around
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, should satisfy the following condition to minimize
current attenuation at :

(7)

The right-hand side of this inequality assumes
, as it is usually the

case. The tradeoff set by (7) indicates a limit in the maximum
rejection achievable with this technique. Assuming
is dominated by the capacitance at the output of the LNA
( ), (7) can be rewritten as

(8)

From (8) and allowing less than 0.5 dB attenuation at the fun-
damental frequency, the maximum attenuations at the third and
fifth harmonic are 18 and 23 dB, respectively, giving a potential
additional harmonic rejection of 17.5 and 22.5 dB, respectively.
The harmonic rejection of the resonant mixer is also limited

by both the and the self-resonance of the integrated inductor
in the tank. In this design, a rejection just above 10 dB was
obtained around and 15 dB around . Considering
that the mixer itself intrinsically provides 10 dB of rejection at
the third harmonic and 15 dB at the fifth harmonic (for a per-
fect square-wave LO), the total achieved rejection obtained was
about 20 and 30 dB, respectively. Notice that these harmonics
are also filtered by the input transformer (by about 30 dB) be-
fore they reach the mixer leading to a total rejection around
50–60 dB.
Since the is relatively low at these frequencies due

to the the parasitic capacitance (estimated at 250 fF), the voltage
swing at the third and fifth harmonics is not sufficient to de-
grade the linearity performances. Considering for example a
third harmonic at 6 GHz, is approximately 100 . For
a 0-dBm blocker with an equivalent transconductance of 40 mS
and 30 dB of filtering provided by the transformer, the voltage
swing at the output of the LNA is approximately 40 mV.

B. Transformer-Based Differential Resonant Tank

The use of a resonant tank in series with each output of both
and mixers requires four inductors that, even considering

their high resonance frequency, could increase area. Exploiting
the differential signal currents provided by the mixer, a trans-
former-based resonant tank was realized which maximizes the
quality factor and minimizes the area (Fig. 12) thanks to the
constructive mutual coupling present between the two branches.
Referring to Fig. 12, the inductance of each LC tank is given by

(9)

where is the inductance of each transform coil and is the
coupling between them. With this strategy, the area of the coils
is significantly reduced, and the increased since the induc-
tance is effectively doubled. Furthermore, such a resonator has a
high impedance only for differential signals, thereby preventing

Fig. 12. Transformer-based resonant load.

amplification of the even harmonic that could be present due to
mixer mismatches. The tank was designed to have a 1.5 nH of
differential inductance and 538 fF of capacitance (250 fF fixed
and 36 fF per eight elements switchable).

C. 25% Duty-Cycle Divider

Without any SAW before the LNA, reciprocal mixing can
cause a significant NF degradation [21] since any interferer at
the mixer input convolving with the phase noise of the local os-
cillator increases the in-band noise proportionally to the blocker
magnitude (see Fig. 1). Since the receiver must handle blockers
up to 0 dBm starting from 20-MHz offset, the phase noise of the
LO should be lower than 172 dBc/Hz to minimize the SNR
degradation [2]. Because of this, when multiple-phase mixers
are used to satisfy the harmonic rejection required from the ab-
sence of a SAW, the generation and distribution of the clock
could become the most power-hungry section of the entire re-
ceiver [2].
The use of the LNTA and the resonant mixer just described

limits to four the number of phases required to drive and
mixers. However, to maximize conversion gain and to reduce

interaction, a 25% duty-cycle must be used [8]. The four
clock phases are generated directly by the divider avoiding the
use of a dedicated stage and saving power. The divider is de-
rived from one proposed by Razavi et al. [22] that generates the
25% duty-cycle outputs thanks to a particular latch [Fig. 13(b)].
When the latch senses the input signal (M1-M2 are OFF), the
NMOS pull-down devices are OFF and both outputs are high
(one pulled up by the input and the other maintaining the high
state from the previous cycle) [22]. This asymmetry in the latch
response gives the 25% duty-cycle output.
In the original design [Fig. 13(b)], with M1-M2 ON and ei-

ther one of the two inputs low, a static current flows between
the rails during the entire clock phase leading to an excessive
power consumption. To solve this problem, the original divider
is modified adding M5-M6 in series to M1-M2 to eliminate the
direct path between Vdd and ground Fig. 13(c). Starting from
a very clean external clock the divider gives a quadrature clock
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Fig. 13. (a) Divider block diagram and waveform. (b) Old latch structure.
(c) Proposed latch structure.

Fig. 14. Simulated PN from extracted layout for old and proposed design.

with 173.8 dBc/Hz phase noise at 20 MHz burning 6.4 mA
(simulated from extracted layout) (Fig. 14).
The presence of M5-M6 introduces an additional degree of

freedom in the sizing of M1-M2. In fact, in this case, no static
current is present and M1-M2 are buffered by the M5-M6 re-
ducing their load to the output. For the same power consump-
tion, a size increment of M1-M2 led to a phase-noise reduc-
tion of 8.7 dB compared with the solution proposed in [22]
(Fig. 14).

V. BASEBAND

The absence of RF selectivity for both the in-band blockers
(e.g., from 200-kHz to 3-MHz offset in GSM, adjacent channels
in UMTS) and the out-of-band ones (e.g., 20-MHz offset in
GSM, TX leakage in UMTS) creates a challenging dynamic
range requirement for the BB. In fact, the BB section has to
handle these large interferers without increasing the noise floor

Fig. 15. Rauch biquad-based BB.

of the receiver due to both intermodulation terms and extra
noise. The frequency profile of the BB input impedance repre-
sents another design constraint, since it affects the operation of
the current mode RX chain. Therefore, a BB with low noise,
high linearity, and low input impedance over a broad band is
targeted. Furthermore, the BB should accomplish these goals
with the smallest possible power budget, i.e., consuming less
than 30% of the RF section.
Few representative examples are given below. For GSM, a
23 dBm (antenna referred) blocker 3-MHz away has to be

handled with less than 5 dB NF. This corresponds to 116-dBm
input-referred noise for the entire chain or 126 dBm for the BB
(assuming 10% BB noise contribution) i.e., more than 100-dB
BB dynamic range at 3 MHz. Also, in the presence of two
40-dBm tones at 0.8–1.6MHz, an IM3more than 85 dB below

the interferer power is required to give an intermodulation term
comparable to the level of the BB noise.
The detailed BB schematic (I or Q section) is shown in

Fig. 15. A current-driven Rauch filter is used to directly in-
terface the RF and BB sections, thus avoiding the need of
cascaded – and – stages and compared with [2] has a
second-order filter as opposed to a first-order. The input signal

is the mixer down-converted current (Fig. 11) while the
output is the voltage . Therefore, a transimpedance stage
is obtained with representing the BB driving impedance,
i.e., the equivalent mixer output impedance [8]. One control bit
switches from TDD to FDD mode, acting on the resistors.
The baseband design goals are met exploiting the following

features of the current driven Rauch filter. First, the passive cur-
rent filter (first-order) implemented by that limits the amount
of interferer current that reaches the OTA high-pass shapes the
major noise contributors and keeps the high-frequency BB input
impedance low. Second, the low in-band input impedance, pro-
vided by the feedback loop built around the high-dc gain OTA.
Third, the possibility of implementing gain reconfigurability as
explained in [23] to extend the handling capability of high-
power blockers (more robustness to fading and input signals
PAR). Notice that, although [23] describes a filtering ADC and
not an analog filter, its architecture originated from a Rauch bi-
quad. Furthermore, the approach proposed in [23] to handle both
GSM and UMTS scenarios has been followed in the present
design.
In the following subsections, the key elements of the BB are

explained in detail, focusing on how they affect the entire chain.
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Fig. 16. Baseband. (a) Signal-transfer function. (b) Input impedance.

A. STF, Input Impedance, and Gain Selection

As expected, the signal transfer function
of the Rauch filter Fig. 15 is a biquad

(10)

in which

The feedback resistance sets the in-band transimpedance
gain, while the time constants and set the selec-
tivity. Gain, cutoff frequency, and Q will experience PVT vari-
ations, since no automatic calibration has been implemented.
However, the possibility to tune the capacitances by 30% has
been implemented (using bits in Fig. 15) which could be
used to compensate PVT effects and/or to allow cutoff reconfig-
urability. Notice that, since (whose value is not easily pre-
dictable [23]) affects only the Q, the transfer function displays
good robustness with respect to parasitic effects. Assuming a
purely resistive driving impedance, a Butterworth STF has been
chosen to maximize in-band flatness. The simulated STF (for
nominal capacitance and high gain mode) for TDD and FDD is
depicted in Fig. 16(a).
As already mentioned, a low-BB input impedance is re-

quired to insure current operation. This is because a high-BB
impedance deteriorates the down-converter linearity, (which
limits the receiver linearity) and, in an – architecture, in-
creases the asymmetry of the signal transfer function between
positive and negative frequencies (complex STF) [7]. The
Rauch filter input impedance is equivalent to an RLC resonant
network where the inductance is synthesized by the gyrator
made up of and the integrator . In-band, the
inductance creates a virtual ground while beyond the cutoff
frequency the impedance is set by . At cutoff, the inductance
and the capacitance resonate, and the impedance reaches its
maximum equal to . The simulated input impedance profile
for both TDD and FDD is reported in Fig. 16(b).
The gain control does not affect the BB cutoff frequency and

the BB input impedance level [23]. First, the gain is modified
reducing (Fig. 15). Then, is switched from virtual ground

(high-gain) to ground (low-gain), introducing a current partition
in the filter forward gain. This reduces the integrator bandwidth
limiting the increase of and keeping the resistance seen at
the BB input. Finally, variation compensates for the previous
changes to maintain the BB selectivity

B. Noise and Linearity Analysis

The dominant noise contributors are the input resistance
and the operational amplifier. They both benefit from the high-
pass noise-shaping mechanism of current filters explained in
[24]. Notice that the noise analysis given in [23] can be ap-
plied with very little modifications to the Rauch filter, substi-
tuting the continuous-time feedback DAC with . The noise
of is not high-pass-shaped but follows the STF profile; how-
ever, it can be neglected with a small error. There is a tradeoff
between in-band noise and selectivity [24] and between in-band
noise and input impedance [25]. Widening the filter bandwidth
increases the amount of noise filtering but reduces the interferer
attenuation. Furthermore, noise can be reduced by lowering
and increasing at the price of a higher input impedance.
BB linearity can be improved increasing the OTA open-loop

gain at the signal frequency. In fact, the higher the OTA gain is,
the smaller the swing at the virtual ground node is which reduces
the amount of nonlinear terms for a given output swing. This
has been accomplished with a feed-forward-compensated OTA
[25].

C. Operational Amplifier

The operational amplifier is the core of the BB. It determines
its power consumption, decides its nonlinearity, and contributes
in a non-negligible way to its noise.
Considering nonlinearity, the key goal is to increase the OTA

bandwidth. Using a traditional single-pole architecture, a very
high open-loop unity-gain frequency would be required
to get sufficient gain at the frequency of the blockers (e.g.,
at 2 MHz). On the other hand, the use of feed-forward com-
pensation can overcome this limitation [26]. A fast low-gain
feed-forward path (Fig. 17) ensures the stability of the structure
by determining the OTA and ensuring 20-dB/decade
slope when crossing the 0-dB axes. At the same time, a lower
bandwidth higher order main path creates a 40-dB/decade
gain slope below , thus increasing the gain at the frequency
of interest.
Considering noise, the input differential pair represents the

main OTA noise source. To save power, a complementary p-n
MOS architecture with current reuse has been chosen for the
first stage. Its main benefit is that it gives the same equivalent

with half of the current of a simple p-MOS or n-MOS only
differential pair. Since the current folding branches of the p-n
input stage consumes 25% of the total input stage current, 40%
power saving is obtained (15% of the total OTA budget).
The OTA needs to drive a very large capacitive load due to

the following reasons. First, the need to satisfy the demanding
noise target of a direct conversion GSM receiver (100 Hz

lower noise integration edge) mandates big input transistors.
Combining this with the relatively large feedback capacitance
makes the large of the input transistor to load the output

at high frequency. Second, capacitance (reconfigurable) has
about 5% parasitic to ground at both the top and the bottom
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Fig. 17. BB op-amp diagram block scheme.

Fig. 18. BB op-amp MOS transistors simplified scheme.

plate. Finally some margin should be allowed to cover PAD and
off-chip parasitic together with the differential probe input ca-
pacitance. It follows that a high OTA power consumption would
be required to ensure system stability, since the nondominant
pole is directly linked to the output capacitance. For a given
OTA target bandwidth and a given capacitive load, to reduce the
power consumption of the output stage, the Ahuja compensation
technique can been exploited [27]. This gives, about 60% of cur-
rent saving to push the nondominant pole at twice the OTA
(60 degrees phase margin), compared with a traditional Miller
compensation. In addition, the right-hand-side zero is typical of
a Miller amplifier is naturally avoided.
The operational amplifier detailed architecture is shown in

Fig. 16. The main path is composed by the input complemen-
tary p-n stage , a transimpedence amplifier based on the
topology proposed by P. W. Li et al. [28] but driven in current
from the source of the transistors, a second transconductance

stage , which feeds the output push pull stage (through a
floating battery) [29], [30]. The feed-forward path is made by a
simple transconductance stage , which sums its current
with the one of the main path in front of the class-AB common
source output stage. This latter section embeds the Ahuja com-
pensation loop.
The Rauch loop is designed to have more than 90-MHz band-

width under all working conditions (GSM/UMTS, high/low
gain) with 65 degrees phase margin and 14-dB gain
margin. The 40 20 dB per decade dual-slope approach
gives the possibility to achieve 40–dB open-loop gain at 2 MHz
(i.e., the edge of the UMTS band) and 75 dB at 200 kHz
(i.e., the edge of the GSM low-IF band). Notice that, con-
sidering only the operational amplifier gain, these values are
significantly higher (62 and 90 dB, respectively). The OTA
equivalent input-referred noise resistance is 50 with another
50 required to represent the flicker noise contribution (GSM).
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Fig. 19. Chip die photograph.

Fig. 20. Gain and NF from measurements and simulations of TDD receiver
path.

Fig. 21. Gain and NF from measurements and simulations of FDD receiver
path.

VI. PROTOTYPE AND MEASUREMENTS

A chip prototype that includes two receivers was fabricated
in 40-nm CMOS technology (Fig. 19). The two RF paths (SE
and differential) share a common BB (I and Q) and a supply

Fig. 22. TDD third-harmonic gain and resonant mixer tuning.

Fig. 23. TDD third and fifth harmonic rejection.

Fig. 24. TDD Gain and NF versus input blocker power.

voltage of 1.8 V. The mixers are also used as switches to se-
lect the receiver path. The SE path implements the GSM stan-
dard, while the differential path implements the UMTS stan-
dard. As shown in Fig. 19, the GSM input transformer is bigger
than the UMTS one due to the boosting coil. Thanks to its high
resonance frequency, the resonator at the mixer output requires
a small area (less than 5% of the entire receiver). The 25%
duty-cycle divider, under a 1.2-V supply voltage, is also shared
by two RX chains and is placed in the center of the die to opti-
mize the LO distribution. The BB input capacitance is made of
a differential part and a single-ended part (Fig. 15).
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Fig. 25. Measured receiver linearity at 2 GHz. (a) Measured IIP2 using two-tones test ( , 500 kHz) and measured
IIP3 using two-tones test ( , 500 kHz). (b) Measured blocker with blocker located at .

TABLE I
COMPARISON WITH RECENTLY PUBLISHED SAW-LESS, BLOCKER TOLERANT RECEIVERS

This capacitor is not tuned when changing the gain or the band-
width simplifying the layout and increasing the capacitor den-
sity. Ninety-five percent of the equivalent BB input capacitance
is contributed by (equal to 350 pF) while the remaining 5%
by . In this way the actual area is only 30% of that required
by an entire single-ended solution. Using a M1–M5 MOM im-
plementation, the area required by the input capacitance for the
I (Q) path is about 500 300 m (50% of the I (Q) BB).
The feedback capacitance value is modified from 20 pF to
28 pF passing from high-gain to low-gain mode. The resistance

has nominal values of 250 and 100 (GSM and UMTS,
high-gain), while the resistance has nominal values of 7 and
3.5 k (GSM and UMTS, high-gain).

Fig. 20 shows both measured and simulated gain and NF of
the SAW-less receiver versus frequency. The minimum NF is
3.8 dB and is located at 2.2 GHz instead of the design value
of 1.8 GHz (GSM standard) due to an error in the transformer
design. From 2.1 to 2.3 GHz, the NF stays below 4.5 dB.
Simulation shows that the mismatch between the resonance
frequency of the primary and boosting coils (due to inaccurate
EM simulations) causes an extra 1 dB of NF and approximately
1.4 dB of gain reduction. This conclusion is confirmed by
the fact that, for the FD receiver, where resonance mismatch
cannot exist thanks to the use of capacitive boosting, the mea-
sured 1.9-dB NF and 44.5-dB gain (with the resonant mixer
tuned at the minimum possible frequency) are much closer to
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simulations, as shown in Fig. 21. Fig. 21 shows both measured
and simulated gain and NF of the FDD receiver versus fre-
quency. The minimum NF is 1.9 dB and is located at 2 GHz;
from below 1.8 to 2.05 GHz, the NF stays below 2.5 dB. All of
the NF measurements were performed at 100-kHz IF.
Fig. 22 shows the third-harmonic gain versus LO frequency

while tuning the resonance frequency of the mixer load at the
maximum and at the minimum possible values. Since the mixer
load resonance frequency, even at its minimum, is too high due
to the inaccurate EM simulations the full potential of the tech-
nique cannot be exploited. However, at the wanted frequencies,
a sizeable improvement in the harmonic rejection is still visible.
Furthermore the same technique reduces LNA noise folding by
the mixer improving NF as shown in Fig. 20. The 1 dB improve-
ment is due to the fact that the spectrum of the LNA noise at the
mixer output is not white but increases moving away from the
RF band. In a similar way the resonant mixer improves the NF
for the FDD receiver as shown in Fig. 21.
Fig. 23 shows third and fifth harmonic rejection versus ;

54 and 65 dB are measured at 2.2 GHz for TDD. The max-
imum achievable rejection is 65 and 80 dB, respectively, around
2.7 GHz, i.e., at the mixer load resonant frequency.
Fig. 24 shows NF and gain of the SE receiver as a function

of the power level of an input blocker located at 20-MHz offset.
Below 2 dBm, the noise floor of the signal generator used to
supply the blocker dominates NF. At 0 dBm, which is the max-
imum blocker power defined by the standard, the NF reaches
7.9 dB. Notice, however, that this value is affected by the mea-
surement setup. In this case, the dominant factor is the phase
noise of the LO generator at 20-MHz offset which folds the
in-band part of the blocker energy through reciprocal mixing.
Gain compression at 0 dBm is only 1.4 dB, demonstrating
the excellent dynamic range of the entire front thanks to the
class-A/B LNA (no current slewing), the current-mode mixer,
and the high-selectivity Rauch filter (no voltage clipping).
Fig. 25(a) shows the uncalibrated out-of-band IIP2 versus the

position of the interferers for a typical sample. IIP2 is always
above 64 dBm for both receivers and for all three measured sam-
ples from 3 MHz on. Fig. 25(a) also shows the IIP3 versus the
position of the interferes. IIP3 is 18 and 16 dBm for the
TDD and FDD receivers, respectively, for an offset frequency
above 3 MHz. Fig. 25(b) shows the 1-dB compression point as
a function of the blocker position for the TDD case. P1 dB is
approaching 1.5 dBm above 20 MHz. All linearity measure-
ments are taken setting the gain at its maximum and the reso-
nance of the mixer load at the minimum available frequency as
it is done for the minimum NF measurements. In both cases, the
LNA consumes 9 mA, the BB consumes 4 mA, and the LO gen-
eration/distribution block consumes 6.5 mA at 2 GHz.
In Table I, we report the comparison with the other re-

cently published SAW-less/blocker tolerant/noise-cancelling
receivers.

VII. CONCLUSION

A wideband SE blocker-tolerant receiver suitable for use
without a SAW filter in very demanding applications was
described. The use of such a transceiver in high-end smart
phones should give big savings in board size and overall

BOM. Its key feature is the ability to meet very demanding
specifications without requiring large power consumption and
area while providing a very solid design thanks to the use of
a differential signal path throughout the chip. The main limi-
tation of the implemented prototype is a NF 1 dB higher than
expected due to a combination of effects, which limits its use
in high-end terminals. A redesign of the balun and of the LNA
ground connection should produce an antenna sensitivity better
than that of existing high-end transceivers. A fully differential
transceiver suitable for FDD applications achieves almost 2 dB
better NF with the same power consumption and 15% less area
due to the simpler transformer.
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