BOOKLET TA — 4
Kces P! 5t

B 2 ifip congress 71
ﬂ ljubljana — august 1971

@

HARDWARE AND SYSTEMS

CONTENTS

MULTIPROCESSING

M.A. Kartsev, On the structure of multiprocessor systems 1

M.J. Flynn, Shared internal resources in a multiprocessor 7

M.M. Lehman, G. Waldbaum, An analytical model for obtaining upper bounds on the performance of event-driven,

hierarchical multicomputer systems 12

APPLICATIONS OF MICROPROGRAMMING

P.S. Roberts, C.S. Wallace, A microprogrammed lexical processor 17

Z.L. Rabinovitch, Development of computer languages and interpretive systems 21

J. Suchard, G. Bossuet, Modular microprogrammed logical units 26

F. Mavaddat, Using stacks to detect expression parallelism 31
HARDWARE SYSTEM DESIGN

R.S. Wilkov, Reliability considerations in computer network design 36

G.G. lazeolla, Walking strategies for a single-server, multiqueue service system 41

R. Schubert, Structure of a highly reliable system 48

J.F. Huber, High-performance program request control 54
COMMUNICATIONS

W.W. Chu, Optimal fixed message block size for computer communications 61

D.W. Davies, Packet switching in a public data network 69

T.H. Beeforth, R.L. Grimsdale, F. Halsall, D.J. Woollons, Aspects of a proposed data communication system 74

A.L. Dudick, E. Fuchs, P.E. Jackson, Data traffic measurements for inquiry-response computer communication systems 79

C.S. Duke, M.J. Mcintyre, A new approach to data communications in a real-time environment 84
HYBRID AND ANALOG COMPUTATION

S.P. Bingulac, M.R. Stojic, Iterative calculations via the block-oriented simulation languages 90

K.G. Beauchamp, C.J. Kelley, P.G. Thomasson, M.E. Williamson, Development of a hybrid system for university research 97

A.A. Kamal, A K. El-Sherif, Analysis and compensation of high-speed electronic analog computer errors 103

R.M. Howe, R.B. Hollstien, R.A. Moran, Hardware-software considerations in the AD/FOUR electronic patched hybrid

computer ; 108

C.C. Wheeler, R.L. Grimsdale, A program-controlled two-dimensional impedance network 114
VOICE, FILTERS, AND CODES

J.D. Bagley, A voice input facility for digital computers 119

T. Sakai, K. Ohtani, S. Tomita, On-line, real-time, multiple-speech output system 124

H.T. Nagle, Jr., C.C. Carroll, Memory sizing for digital filters 129

A.A. Davydov, G.M. Tenengol’ts, On a class of codes correcting errors in information exchanged between computers 134
COMPUTER ARCHITECTURE

R.P. Wishner, H.R. Downs, J. Schechter, Real-time computing techniques for parallel processors 141

J.L. Parker, A logic-per-track retrieval system 146

G.L.M. Noguez, D.M.J. Peccoud, An array processor design for APL-like data structures 151

J.N. Potvin, P. Chenevert, K.C. Smith, P. Boulton, Star-Ring: a computer intercommunication and input-output system 156

P.D. Jones, N.R. Lincoln, J.E. Thornton, Whither computer architecture? 162
GRAPHICS AND DISPLAYS 3

P.J. Pobgee, J.R. Parks, Applications of a low cost graphical input tablet 169

P. Salminger, Experimental display with input by light gate field selection 174

B. Bussell, H.M. Taxin, Visual resolution processing for interactive graphics 179

H.C.A. Hankins, G, Hughes, The impact of dark trace displays on computer graphics 183

1.3, Batter, F.P. Brooks, Jr., GROPE-1: a computer display to the sense of feel 188

= oakes J



TA4 - 156

S?‘f aﬁ\//

need for,
*‘—-—-Jﬂﬁf

-ware -and softwaré problems which result,

STAR-RING: A COMPUTER INTERCOMMUNICATION AND I/0 SYSTEM

J.N. Potvin, P. Chenevert, K.C. Smith and P. Boulton
Computer Systems Research Group
University of Toronto, Toronto, Canada

This paper describes a novel hardware and software system which facilitates interconnection of
several computers and peripheral devices. The system provides communication between pr%grams in
separate computers and also allows each machine to access the peripheral devices of any|other. The
latter is accomplished entirely from the computer requesting such foreigh 1/0 service, without the
programming of the foreign computer. %
hardware and the program structure are not limited to the particular context of the prototype

system, and with appropriate device interface boards and program translation, can be used for almost
any system of interconnected machines. :
INTRODUCTION to the larger computer (A), a second interface

must be built [1,2].
This is wasteful in two ways.| First, each
additional device (C) interfaced to the larger
computer (A) has access to B only through the
larger computer (A). The direct cénnection of C
to B, shown in Fig. 1, avoids this problem but
introduces a second. The resulting number of
interfaces needed for a reasonable collection of
heterogeneous devices may become wastefully large.
A general solution to both pr&blems exists
classically. This solution reduces the number
of interfaces to one per machine:

The Star-Ring System was originally con-
ceived and built as a means to facilitate the
access by one digital machine to the peripheral
devices of another. However, once the Star-Ring
concept had been developed it became apparent
that the idea had much more general applicability.

For example Star-Ring provides a convenient
mechanism for expansion of the I/0 system of an
established machine. The need for expansion may
arise simply to accommodate the attachment of
additional peripherals beyond the normal comple-
ment. A more likely possibility is the desire,
often based on economic arguments, to connect a
variety of devices foreign to the original
system. In either case Star-Ring provides a
unified approach to,solution of both the hard-

2. Bus System

In this scheme, each machine is interfaced
to a common bus shared by all machines (see Fig.
2). This arrangement has the advantage that each
machine needs only one interface to the common
bus in order to be interfaced to all other
machines. Also, it is possible for each machine
to communicate directly with every other machine,

However, only two machines can communicate
at any one instant, and several problems thus
arise. First, the total combined speed of data

MOTIVATION OF THE ORIGINAL PROBLEM

Many computing centers have more than one
computer in their facility, each with its assor-
ted peripheral devices. Some of the computers
may be very small. For such machines as the

PDP8/1, a reasonable collection of peripherals

processor. However, in the environment, there
may exist one or more larger machines for which
the overwhelming peripheral cost is better
balanced by a complex CPU.

Currently, the peripherals of one machine
in no way enhance the power of any other.

usually costs several times more than the central 1

The purpose of this paper is to introduce
Star-Ring, a unified hardware-software system,
which enables the 1/0 capability of one machine
to be utilized by all other machines in the
system. Through the symmetries inherent in the
single connection of each machine and its peri-
pherals to the system, each is able to communi-
cate with every other.

POSSIBLE APPROACHES TO A SOLUTION
1. lIndividual Connection

There exist many possible schemes for the
connection of a small computer (B) to a larger
one (A). For example, the large computer may
simply see the small computer as a standard

peripheral in its I/0O subsystem (see Fig. 1). If

a second digital device (C) is to be connected

Thus,
duplication of facilities and large costs result
if each machine is to have complete I/0 capabil-
ity including discs and card readers for example
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transfer is limited by the 1/0 speed of the slow-
est device, in addition to,the inherent delay in
the distributed I/0-systém. The latter results
from propagation delay time, address decoding
time, etc., along the common bus cable running
from machine to machine.
V(;"V;erecondly, because of this limited speed
% \ ‘huring connection, the average data|rate from
7" any one machine to another is reduced when all
h““ ymachines are communicating in a multiplex mode
_4r on the bus. For example, if five conversations
}¥*  were under way, then the speed of each conver-
\7\) sation is reduced to one fifth of what it would

be,if the connection were direct and not time-
ared on the bus [3]. Eo
A further problem is lock-up. 'It occurs
when two machines address each other and find
{ each other busy. This problem can be solved by
e cyclic transfer of control along the bus. This
A transfer of control must occur, however, at bus
speed. This reduces further the overall system
speed,
The following scheme solves the three prob-
lems while maintaining the advantagés of a bus
organization:

-+



3. Star-Ring System

The Star-Ring system shown in Fig. 3 main-
tains the advantages of the previous systenms,
while discarding their disadvantages and intro-

ducing no others. (X \ov
Interfacing complexity is leduted, since

only one interface for each machine is used.
Through this interface, all other machines are
accessable. The machine need only present on
the parallel bus a destination address, a few
bits of destination-oriented control if necessary
and a few bytes of data. It must then signal the
control unit that this information is set up in
certain buffers. The control unit transfers the
data and signals when the operation is complete.

At the receiving end, the control unit
accepts data from the sending control unit and
places it in buffers. It signals the destination
digital machine that (4 bits of) source address,
(4 bits of) control information, and (16 bits of)
data are ready in certain buffers. The digital
machine then takes the data from the buffers in
words whose size depends on the word size of the
machine.

Lock-up situations are avoided by rotational
transfer of control around the ring. Control is
transferred asynchronously from each control unit

to the next when it has completed its control task.

Since the ring is arranged to be physically small,
high speed control transfers as well as data
transfers are possible [4].

Data rate is kept very high by dividing the

system into slow and fast areas of dataltramsfer.
The Ring can be very fast. In one paritucl
implementation it transfers 24 bii3 of 1nf

ion in about 100 ns from one control to
another. The branches of the Star are as slow as
the I/0 system of the digital machine and the
necessary cable transmission system.

Unlike the normal bus system, slow branch
data rates do not interfere with overall opera-
tion. The path that is shared by all branches
(i.e., the Ring) is high speed.

Since each word transferred occupies the
Ring for only about 100 ns, 8 digital machines in
the system will permit a 1 MHZ word rate from one
control unit to another. Thus an 8 unit system
introduces a delay of about 1 microsecond iinto
data transmission where data rates in the I/0
subsystem are less than 2 Mbyte/sec. The upper
bound of 2 Mbyte/sec is not unreasonable for
even the highest speed digital 1/0 systems avail-
able today.

With this organization, non-overunnable de-
vices can operate in a completely duplex basis

with other machine in the system. It is
recog‘ ver, that overrunnable devices,
such a etc., once data transmission is

— started’, w111 need assurance of contiguous access

to the input system of the receiving digital
machine, without other devices on the ring inter-
fering. A preselected mode (similar to the IBM
I/0 burst mode) of operation is possible in which
the destination machine is temporarily dedicated
to reception of data from a particular source
machine. This connection is established when
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both machines concur and not until. Thus, even
unbuffered digital devices may be conneckted to
the system. 1

THE PROTOTYPE SYSTEM i

A prototype system has been constructed
along the lines of the previous general jarguments.
It consists of an 8 arm Star-Ring to which are
presently connected a large kBM 360/44, A DEC
PDP8/1, a Calcomp microfilmotter and |an
Applied Dynamics hybridizab%€ analog computer.
Though the applications to which this configura-
tion is adapted are many, two distinct ﬂybrid
computing arrangements emerge. The first of
these is a major machine incorporating the con-
nection between the 360/44 and the AD4 to be used
for very large problems . The second |consists
of the connection between the DEC PDP8/I and the
AD4 to be used for initial setup of fundamentally
analog problems by the PDP8/I, for digital diag-
nosis of the analog machine's faults and for
problems where the simple decision capalility of
the PDP8/1 will suffice. Of course by yirtue of
the Star-Ring connection and a special program
arrangement in the 360/44 (to be described sub-
sequenitly) the PDP8/I has access to the storage
and I/0 resources of the 360 while exerc151ng
the AD4 analog machine.

Each machire, for both of its directions of
transmission, normally connects to the Ring
through three cards, only one of which is speci-
ally designed to constitute the unique inter-
facing done for any machine. The other\two cards
of which there are 5 pairs (of a p0551b1e comple-
ment of 8) in the prototype system are the Buffer
Board and the Ring Control Unit. [

Ring Control

To obtain high speed, the 3 (8 blt) byte
message exchanged between machines is ttansferred
on the Ring as parallel data with control and
status information necessary for interlocked
operatlon Figure (4) shows schematically the
connection active in the transfer of data from a
source of data through the Ring Sender, along the
bus to the Ring Acceptor and from there‘to the
sink of data.

Close examination of Figure (4) will reveal
that an active Sender does not simply transmit
3 bits of address to be detected by an appro-
priate sender, rather the active Sender‘dec1des
to which Acceptor it must send, and captures it
by pulling down on one select line of the 8
uniquely coupled to the Acceptors of th? proto-
type system. No conflict is possible because
only one Sender is active on the bus at|any one
time. This technique which is fairly economical
for a limited number of devices and a short Ring
bus, was found to minimize the time slot neces-
sary for a single Sender-Acceptor exchange.

In order to eliminate conflict on the
shared bus it is imperative that only one Sender-
Acceptor exchange occur at a time. This is
arranged by the special daisy-clain connection
between Senders shown in Figure (4) which
arranges to transfer control around ‘tel rinz.
Upon receipt of a ICI signal from tl.e previous
sender an internal decision is made to transmit
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or to merely transfer control. If data is ready
for transmission a Sender-Acceptor exchange
occurs and about 140 nsec elapse before control
is sent to the next Sender via the ICO signal.
In the event that no data is awvailable the act-
ivated Sender will pass control in about 60 nsec
via ICO. Accordingly the data rate for buffer
to buffer data transfers through the Ring de-
pends on the activity of the devices connected

to the system. It ranges from 2.5 megabytes per
second if all 8 devices demand half duplex ser-
vice to 6.5 megabytes per second if only one
Sender is active.

In‘addition to the straightforward transfer
of data in the multiplex mode implied by this
description a burst mode may be presented for
those devices without the logic capability of a
gneeral purpose computer. Though in this mode
the 3 byte bupsts of data to the preselected
device are interspersed on the ring with bupsts
to other devices, no other Sender may commini-
cate with the selected Acceptor. It is apparent
for this and other reasons including physical
disconnection or the powered-down condition of a
connected device that an attempt to transfer
data via the Ring will not always succeed. Such
conditions are deteated and appropriate action
taken by virtue of 3 status bits always returned
to the Sender by the Acceptor during each attempt
at data transfer to an Acceptor. The Flow Chart
in Figure (S) shows the entire decision process
required for a complete Sender-Acceptor exhange.

DataABuffering

For each device interfaced to Star-Ring a
Single Buffer board suffices for full duplex data
buffering. Data is gated onto the internal Ring
bus using open collector NAND drivers. Data is
intercepted from the bus using the data input
terminals of standard TTL D flipflops. A total
of 40 flipflops suffice for single buffering for
both directions of data transfer.

{U

Ring Control Unit

The flow of data into and out of the data
Buffer is controlled by the Ring Control Unit
Board. The RCU is composed of two functional
parts: The Sender and the Acceptor.

The Sender Control

The Sender in turn consists of 3 parts: the
Sender Control, Sender Status and Sender Addres-
sing sections. The Sender control utilizes an
asynchronous decision technique to determine, at
the time the Sender is given control, whether -
the data in the buffer is ready or not. If
ready, an interlocked exchange of data and status
may be initiated. If not ready, control is
shifted to the next unit in the Ring.

The Sender Addressing section decodes the
3 bit address from the source device to select
one of the 8 lines each connected to the Seclect
input of one of the 8 Acceptors. At the same
time that data is gated from the buffer onto the
Ring bus the Sender presents its own address on
3 Ring bus lines to indicate the source of data
to the selected Acceptor.

The Sender Status section receives status

4
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from both the destination Acceptor and the Source
device. Depending on these inputs and others it
generates its own internal status and outputs
Sender Status to the destination Acceptor, to the
Sender Control and to the Source Device as nec-
essary.
The Acceptor Control

The Acceptor consists of 3 parts correspon-
ding directly to those of the Sender. Acceptor
Control determines the reaction of the Acceptor
to selection by a Sender on the Ring bus. This
reaction is conditioned by the nature of the
Sender's request as well as the state of Acceptor
Status. Acceptor Status manages the record of
the activity of the Acceptor and the connected
Sink device. In particular it maintains the
record of preselection for burst access by a
suitably coded Sender.

Device Interface

Device interfacing has been made quite
convenient by virture of a standardized inter-
face to the Control Unit and Buffer boards.
Though the interface to a simple machine such as
the PDP8/I occupies part of one 5 x 6 inch board,
the complexity of the I/O convention of the IBM
360/44,necessitates the use of two such boards.
Fur‘ﬁ?égramming convenience the Star-Ring port
has been interfaced so as to masquerade as a
combination 2501/1403 reader/printer.

The particular interface design chosen uses
totally separate facilities for Sender and
Acceptor to utilize maximally the IBM Standard
Interface and obtain full duplex operation

SOFTWARE ASPECTS OF MACHINE INTERCOMMUNICATI
In a system of several interconnected
computers, intercommunication is practical be-

tween the machinesfnly if the software of each —

computer provides/appropriate support. Uzﬁgxx;_.

unately, due to the extreme variability in"mach- QTbbd;kQ)
J

ine languag:A?capabiii%tes-and operating system
characteristics among a collection of computers,
the solution to the software support problem is
not as elegant as the solution to the hardware
problem.

The prototype system described earlier is
an adequate example of this problem. Consider
the PDP8/1. This is a small computer and in
normal use, operates under the control of a
relatively simple operating system. The machine
is not multi-programmed and hence at any time
only one program in the PDP8 would be interacting
with the Star-Ring hardware. Compare this to
the IBM 360/44. This machine is large, operating
under control of 0S/360 MFT, a complex operating
system which (in this case) allows simultaneous
processing of two problem programs. It is ob-
viously desirable to allow both these programs
to communicate simultaneously via Star-Ring. As
another extreme, consider the Calcomp micro-film
plotter. This is not really a computer, sinceit
has no decision-making capabilities. Obviously
it requires no software support of any kind.

Finally, it should be noted again that one
aim of the Star-Ring system was to allow a pro-
gram in one computer to 'acquire' use of peri-
pheral devices connected to any other machine.



For this to be feasible, it must be possible
without the necessity of user action at the com-
puter which controls the devices of interest.
Any procedures which require the user to simul-
taneously execute programs in both machines are
intolerable.

The Hardware Solution to the Software Problem

A first solution to the communication prob-
lem is provided by the Star-Ring hardware itself.
Since this was specifically designed to appear
as a standard I/0 device to each host machine,
it follows that the standard 1/0 software of
each machine can read or write to the Ring. By
this simple means, a user program in the PDP8,
for example, can prepare "
“Calcomp plotter language" which can then be
written on the Ring which, to the PDP8,-is a
standard punch. Po~pe

This technique is quite appropriate to the
smaller machines on the Ring, especially in
communicating with non-programmable devices such
as plotters if these are directly connected to
the Ring. However it provides little assistance
in the problem of communicati between two

computers, and none in the problem of communica%»1'

4ieas between a program and a peripheral device
connected to another computer.

The Software Solution

Because of the dependence on the detailed
characteristics of the operating system involved,
the software solution can only be provided in a
given context. The context chosen was obviously
that of the prototype system, and in particular,

the g:f:;complex computer of this system, the

360/44,wgs the base machine for the software

desi nd implementation.

Of course the general structure and logic
of the software has been designed to be approp-
riate to any other multiprogrammed machine which

(zzjfi:)be connected to the Ring. Indeed the
lgoic/is such that if two multiprogrammed
i ical machines were connected via Star-Ring,
each would be equipped with identical software
and could then communicate effectively. Two
problems must be solved by the software
1. Provision of access by any Star-Ring port to
any 360/44 1/0 device without operator or user
intervention at the 360.

2. Provision of access by any 360 problem parti-
tion to any Star-Ring port, independent of any
possible simultaneous use of the Ring by any
other 360 problem partition.

Access to 360/44 I/0 Devices

In order that this access can be provided
without intervention, it is necessary that the
Star-Ring software be permanently resident in
core and that external computers pass requests
for device access to this program via the ring.

Permanent residence is readily provided by
using a small (10k byte) partition under 0S MFT.
All Star-Ring software resides in this partition,
being loaded once at each system cold start.

This program continuously monitors the 360

Star-Ring input, awaiting requests for service. LA_

Such requests, which of course originate at

images' 1in 41%?‘5
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other computers on the Ring, arrive in the form
of a simplified version of the 360 Job Control
‘Language statement known as the DD (Data Defin-
ition) statement. The DD statement is normally
used by 360 programmers to request I/0 devices
and data storage space and was chosén primarily
because of its familiarity. Anyhtuch statement
that may arrive at the 360 from the Ring is an-
alysed by the permanently residenF Ring program
to determine what service is being requested.
Assuming the resources requested are available,
they are acquired from O/S 360 and the data
transfer with the Ring is initiatéd and serviced
to completion by the Ring program, If the re-
sources are not available, the seqvice request
is refused (to avoid system deadlock possibili-
ties). The Ring program is capable of support-
ing 28 simultaneous services of this type with
the seven other Ring ports. F

It is readily apparent that the above des-
cription indicates that dynamic resource alloca-
tion of devices to the Ring artitiPn is required.
However, 0S 360 MFT will no vidF this (to
avoid deadlock possibilitigS)E6)l. Examination of
0S 360 indicated that provi onlyTone partition
was granted dynamic resource allocation, deadlock
could not occur. A mechanism was developed which
allowed this dynamic allocation, with no changes
of any kind requirgd in 0S/360.
Problem Partitionjégcess to the Ring

It is relatively straightforward to provide
a service routine in the permanent Ring program
which handles transfer of data between a problem
partition of the 360 and any Ring port. Such
services must be initiated by the pr?blem partition,

However, this requires inter-partition com-
munication which is also prohibited By 0S 360 (in

order to protect one user from another) . This
prohibition is readily circumvente Hlacing the

Ring program in supervisor mode, Thep the Ring
program can override all protection and accom-
plish the desired data transfers.

SUMMARY ,;
This paper has described a novel|hardware
and software system which facilitates|intercon-

nection of several computers and peripheral de-—"

vices. A prototype system has be Instiicted
to interconnect a Calcomp mitTofilm plotter, an
Applied Dynamics AD/4, a PDP8/1, and an IBM 360/
44. Tests of the prototype system have proven
entirely satisfactory. L

The hardware and the program structure are
not limited to the particular context of the
prototype system, and with appropriate|device
interface boards and program translation, can be
used for almost any system of interconnected

machines. |
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