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Abstract. The implementation of real-time edge detection and image segmentation using analog VLSI is described. 
A novel technique of image segmentation using radially propagating signals is discussed. Current-mode processing 
is used to avoid offset voltages and lead to circuit implementations which are compatible with standard CMOS 
processes. A system using raylike signal propagation and implemented using 3#-CMOS technology is described 
together with experimental results. 

1. Introduction 

Edge detection and image segmentation are important 
image-processing steps which must precede image 
velocity computation [1], [21, pattern recognition, 
binocular stereo vision, optical flow computation, and 
shape-from-texture extraction [3]. Edge detection in 
digital image processing is equivalent to high-pass filter- 
ing. Effective algorithms which are complex and com- 
putationally intensive can be implemented relatively 
easily on digital processors. However, to process the 
digital image, sequential image digitization must be per- 
formed, and parallel processing is limited. Moreover, 
each processing module has to be executed sequentially 
[4]. On the other hand, analog parallel processors are 
highly specialized and are less flexible [5]. Implemen- 
tations of known algorithms are difficult due to the 
unavailability of suitable analog circuit building blocks. 
However, analog processing techniques offer the 
possibility of highly parallel processing [6]. This is 
because no A/D converter is required, and an analog 
processor, which occupies only a fraction of the area 
occupied by its digital counterpart, can be integrated 
with each signal source, without leading to impractic- 
ally low pixel density. Imagers with medium pixel den- 
sity find applications in, for example, manufactured- 
part recognition and collision avoidance between two 
moving robots. 

In digital image processing, the important design 
criteria for the edge-detecting module are reliability and 
speed [7]. A reliable edge-detecting module is able to 
detect edges of images with different contrast or back- 
ground texture. The resolution of the image processed 
is independent of the algorithm used and is controlled 

by the pixel density of the imager: the higher the pixel 
density, the slower the edge-detection process. On the 
other hand, the pixel density of an analog edge- 
detecting imager is highly dependent on the degree of 
sophistication and reliability of the edge-detecting 
technique used. Since the analog edge-detecting imager 
is highly parallel, the speed of computation is relatively 
independent of the pixel density. 

Some image edges are not well defined [8], because 
intensity fluctuates from pixel to pixel, and image boun- 
daries cannot be defined based on uniform intensity of 
pixels within a particular region. To extract this type 
of edge, the average intensity of a few adjacent pixels 
must be used. The application of analog edge-detection 
techniques [9] in this area is very promising; however, 
methods of reducing pixel size and the offset voltages 
in the edge detector are required. 

In the real world, well-defined image edges are very 
common. Objects such as robots and motor vehicles 
have a well-defined boundary, and edge detection is 
easier. Earlier attempts to perform image contour ex- 
traction using analog circuit techniques were very 
similar to their digital counterparts [10]. Discrete time 
sample systems are used, and processing is performed 
after the outputs of the pixels are sampled and stored 
in analog form on an S/H circuit. However, the sequen- 
tial nature of the data generation severely limits the 
parallel-processing capability of the next module. 

To exploit fully the parallel-processing capabilities 
of analog processing techniques, the edge-detection 
process must be performed locally. Moreover, the size 
of the edge detector must occupy a small area so that 
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when other processing circuits (such as those perform- 
ing image segmentation or image velocity computation 
[1], [2]) are integrated with it the resulting pixel density 
is not impractically low. This paper describes work 
leading to the implementation of a viable edge-detection 
and image segmentation system on silicon. Current- 
mode signal processing is used to avoid the large out- 
put offset voltage associated with a voltage-mode cir- 
cuit. While current mismatch and voltage offset are 
related, the problem caused by a current mismatch in 
a current-mode circuit is potentially less than that in 
a voltage-mode circuit. For example, a 1% current 
mismatch may cause the voltage of an output node (of, 
for example, the op amp) with a high node impedance 
to saturate at supply-rail voltage. However, if current- 
mode signal processing is used, the 1% mismatch will 
produce an error of only 1%. 

2. Edge Detection Using Analog VLSI Technique 

2.1. Basic Theory 

Generally, analog circuits with high accuracy are more 
sensitive to process parameter variations and are less 
suitable for analog VLSI implementation where a cir- 
cuit may be duplicated many times on the chip. A 
relatively accurate current-mode circuit building block 
is the current mirror. In general, minimum size 
MOSFETs used to implement the current mirror result 
in a current duplicating accuracy of better than 10 % 
(standard deviation) [11]. While this figure may not be 
impressive for high-precision analog circuit design, it 
is within the acceptable range suitable for analog VLSI 
image processing (see Section 2.2). 

To perform edge detection, the average of the out- 
puts of neighboring pixels must be computed as shown 
in figure 1. Since no feedback exists between pixels, 
the network is stable. The general formula for edge 
detection is 

1 
11o = Ia --  ~-. {I1 -]- /2 q- " ' "  -]- IN} 

N 
(1) 

where I o is the output signal of the edge detector, I a 
is the locally generated activation signal, and/1 to I N 
are the inhibition signals generated by neighboring pix- 
els. The activation and inhibition signals of a pixel can 
be derived directly from the photogeneration current 
of the local pixel. However, to produce a smoother 
I o function, the activation and the inhibition currents 

~ A n  edge-detecting pixel (edge detector) 

Fig. L Edge-detection process performed by a pixel. 

should be the average of the photogeneration currents 
of the local pixel and a fixed number of neighboring 
pixels. The larger the numbers of neighboring pixels 
used in the averaging process, the smoother is the I; 
function. 

In this paper, we consider only the case where the 
activation and inhibition currents are derived from local 
photogeneration currents only. Smoothing the Io' func- 
tion by using the spatially averaged photogeneration 
current requires more complex circuits which need to 
be optimized in terms of transistor count and area (see 
Appendix A). 

While equation (1) can be implemented directly us- 
ing current mirrors, the output current generated is low 
because the activation current and the inhibition cur- 
rents are in the nanoampere or subnanoampere range. 
A better method of edge detection is based on the 
equation 

Io = U Io = U 16 - {I1 + 12 + "" + IN} (2) 

Note that equation (2) is derived from equation (1) by 
multiplying equation (1) by N. Thus, the output cur- 
rent expressed by equation (2) is N times larger than 
that expressed by equation (1). 

A current-mirror-based circuit implementing equa- 
tion (2) is shown in figure 2. The photodiode generates 
an output current Iph. This current is duplicated by N 
p-MOSFETs, Pl to PN, to generate N inhibition cur- 
rents to be supplied to the neighboring pixels. The 

I h _ _  

Fig. 2. Schematic of the edge detector. 
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activation current, which is N times the photogenera- 
tion current Iph, is generated by n 3. Inhibition currents, 
I 1 to IN, supplied by the neighboring pixels are fed to 
the drain of n 3. The resultant current flowing into the 
drain of n 3 is taken to be the output current I o. 

Two photodiodes located on the bright and the dark 
sides of the image edge are shown in figure 3. 
Photodiode A, located on the bright side of the image 
edge, generates a current Ib, and photodiode B, located 
on the dark side of the image edge, generates a current 
/a. The sharpness of the image edge is defined as 

Es _ Ia (3) 
Ib 

/ \  
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Fig. 3. Two photodiodes located on the bright and the dark sides 
of an image edge. 

The quantity E s will be used in the characterization of 
the edge-detecting imager. 

The pixel containing either photodiode A or 
photodiode B can be used to encode the presence of 
an image edge. Here, the pixel containing photodiode 
A is chosen. For this case, the condition for the detec- 
tion of an image edge is 

g > 0  (4) 

where I o is given by equation (2). No image edge is 
present if 

I o <_ 0 (5) 

2.2. The Effect  o f  a Current  Mismatch  

Practically, the current mirror does not duplicate cur- 
rent with perfect accuracy. This may lead to undesirable 
effects in high-precision analog circuit design; however, 
in the implementation of the edge detector, the current 
mismatch has a desirable effect if the magnitude of 
mismatch is not too large. Referring to the schematic 
in figure 2, if the illumination is uniform over the sur- 
face of the edge-detecting imager, all photogeneration 
currents are ideally equal. This implies that the activa- 
tion current in each pixel cancels exactly the inhibi- 
tion currents supplied by neighboring pixels. Thus, the 
output current of each pixel is zero and susceptible to 
noise. This problem can be solved easily by making 
the inhibition current slightly larger than Iph. In this 
case, condition (5) is easily met when the surface of 
the edge-detecting imager is evenly illuminated. 

The inhibition currents generated by Pl to PN in 
figure 2 have a desirable systematic offset current 
greater than zero. This is due to the fact that an inhibi- 
tion current is duplicated twice before it is supplied to 
a neighboring pixel. The drain-to-gate voltage of n2 is 
much higher than that of nl, and, thus, the drain cur- 
rent of n2 will be higher than that of nl. 

The maximum current mismatch allowed is a func- 
tion of the sharpness of the image edge and the number 
of communicating pixels. To simplify our discussion, 
the activation current is assumed to be exactly Nlph 

and the inhibition current is (1 + el)Iph, where et is a 
constant greater than zero. If the image edge is well 
defined, the smoothness of the function I o is not 
critical. Therefore, a pixel does not have to com- 
municate with a large number of its neighbors. Rather, 
the reliability of the edge detector is more important. 
For the pixel to detect an edge with sharpness of E s, 

it can be shown that el should satisfy the condition (see 
Appendix B) 

el -- (m/N)(1 - Es) (6) 
1 - ( m / N ) ( 1  - Es) 

where N is the total number of communicating pixels 
and m is the number of communicating pixels located 
on the dark side of the image edge. 

To detect an image edge of any orientation, a pixel 
should communicate with at least four neighboring pix- 
els. Figure 4 shows a pixel communicating with (a) 
four neighboring pixels and (b) eight neighboring pix- 
els. For case (a), the possible values of m / N  are 1/4 
and 1/2, and for case (b) possible m / N  values are 1/8, 
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Fig. 4. A pixel communicates with (a) four neighbors and (b) eight 
neighbors. 

1/4, 3/8, and 1/2. A plot of el versus E s with m/N as 
a parameter is shown in figure 5. From the plot we may 
conclude that as Es ~ l (image with low contrast), the 
accuracy of current matching becomes critically im- 
portant. If E s .~ 1, a lower value of m/N requires a 
lower el. For example, consider a 10% current 
mismatch. For N = 4, the worst case is m/N = 1/4, 
and from the plot in figure 5 a 10% current mismatch 
requires E s < 0.7. For N = 8, the worst case is m/N 
= 1/8, and from the same plot the same level of current 
mismatch requires E s < 0.3. It follows that if the im- 
age edge is well defined, the optimal case is the one 
with four communicating pixels. 
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Fig. 5. Upper bound of current-matching error as a function of edge 
sharpness. 

2.3 Silicon Implementation and Experimental Results 

An edge-detecting imager using the edge-detector cir- 
cuit shown in figure 6 has been implemented using stan- 
dard 3/z-CMOS technology. Instead of sampling the 
output current of the edge detector directly, an inverter 
is added to the output. If an image edge is detected, 
the output voltage of the inverter is high. The total area 

I 1 to 14 are the inhibition currents supplied by neighbouring pixels. 

/~g. 6 Circuit of the edge detector used in the CMOS implementation. 

of the pixel is 147/an by 157.5/zm or 0.023 mm 2. This 
leads to a pixel density of 43 pixels/mm 2, which is 
about two orders of magnitude lower than that of the 
state-of-the-art CCD imager [12]. However, for most 
real-time image-processing applications, such as 
manufactured-part recognition and collision avoidance 
between moving robots, pixel density as high as that 
achievable by CCD imagers is not required. 

The architecture of the edge-detecting imager is 
shown in figure 7. The array size is 23 by 23 or 529 
pixels. The y-signal for turning on the switch in series 
with the output of the pixel is supplied by the y-shift 
register. The clock signal that drives the y-shift register 
is supplied to an off-chip counter which generates a 
linear digital ramp for an off-chip D/A converter. The 
output of the D/A converter supplies the y-sweeping 
signal for the CRT display. The x-shift register controls 
the multiplexers (MUX), which are turned on one at 
a time by connecting the output of the pixel being 
sampled to the external pin. The MUX is a tristate in- 
verter, as shown in figure 8. Thus, an image edge is 
detected if the output of the edge-detecting imager is 
low; otherwise, the output of the imager stays high. The 
output of the edge-detecting imager can be used to con- 
trol the density of the electron beam in a CRT display. 
The clock signal supplied to the x-shift register is also 
supplied to the circuit which generates the x-sweeping 
signal for the CRT display. The static power dissipa- 
tion of the edge-detecting imager is less than 40/zW. 

A micrograph of the edge-detecting imager is shown 
in figure 9. The small square inset shows an expanded 
view of a pixel. The total area of the imager, including 
the pads, is 20.34 mm 2. Most of the pixel area is 
covered by the second-layer metal except for the 
photodiode. 

For a circular image projected onto the edge detect- 
ing imager, the output of the imager in the form of a 
2D pattern on the CRT display is shown on figure 10. 
The dark spots indicate the presence of image edges. 
However, since the edge threshold is not controllable 
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Fig. a S c h e m a t i c  o f  t h e  m u l t i p l e x o r  ( M U X ) .  

externally, spurious image edges are found both inside 
and outside the image boundary. (The images used are 
created by shining light through holes cut out of hard- 
boards. However, the spatially uneven intensity of light 
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Fig. 7. A r c h i t e c t u r e  o f  t h e  e d g e - d e t e c t i n g  i m a g e r .  
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produced by the light source used, creates "false 
edges.") The image can be cleaned up easily by adding 
a threshold control circuit to each pixel. Since the 
spurious image edges are discontinuous, they will not 
block the signal propagation required for image 
segmentation, which will be discussed in the follow- 
ing sections. 

When an image edge of E s = 0.01 (I a = 100 pA) 
is presented to a pixel (at t = 0), the output voltage 
of the pixel is shown in figure 11 (multiple traces are 
due to noise interference from the stepper motor which 
moves the image). As shown, the delay of the output 
voltage of the pixel is approximately 0.8 ms. If the im- 
age contrast is high ( E  s is low), the photogeneration 
current of the photodiodes located on the dark side of 
the image edge is low. Consequently, the sum of the 
inhibition currents, 11 . . . .  , I N, supplied to the pixel 
located on the bright side of the image edge will also 
be low. According to equation (2), this leads to a higher 
Io for the pixels located on the bright side of the im- 
age edge (which encode the image edge). As a result, 



122 Chong, Salama, and Smith 

Fig. 9. Micrograph of the edge-detecting imager. The small square inset shows an expanded view of a pixel. 

a larger output current is available to charge the out- 
put node in a shorter time. Thus, as Es ~ 1, the delay 
of the output voltage increases. Thus, for a given edge 
sharpness, there exists a maximum image velocity 
where the edge-detecting imager fails to detect image 
edges. The maximum image velocity allowed decreases 
as E s ~ 1. This is illustrated by figure 12. As shown, 
the maximum velocity allowed deteriorates rapidly 
when Es > 0.005. Further work is required to improve 
the response time of the edge-detecting pixel. 

3. Image Segmentation Using Analog VLSI 

3.1. Basic Theory 

Using digital techniques, image segmentation can be 
performed only after edge detection. Analog VLSI 
techniques allow these two steps to be performed in 
parallel, as discussed in the following paragraphs. 

A novel technique for image segmentation that uses 
signals propagating radially out of a point source, 
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Fig. 10. Output pattern of the edge-detecting imager when a circular 
image is projected onto the imager. 

Fig. 11. Output voltage of an edge detector when an image edge of 
E s = 0.01 is projected onto it. 

known as the point of emission, is reported here. In 
actual implementation, only one point of emission is 
used. Thus, only one image at a time can be selected. 
While multiple points of emission may be used, in most 
envisioned applications (e.g., image velocity computa- 
tion), only one point of emission is required. Whenever 
these signals reach a pixel, the pixel will be activated 
to perform its processing function, which may be as 
simple as allowing the output of the photosensor to be 
sampled. However, these signals are destroyed if they 
reach the pixels encoding the image edge. In this way, 
only pixels located inside a continuous image boundary, 
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Fig. 12. Maximum velocity allowed before edge detection failed versus 
the edge sharpness, 

which contains the point of emission, are activated, and 
pixels located outside the image boundary are deac- 
tivated. Since the edge-detection and the image- 
segmentation processes are relatively independent of 
each other (except at the image boundary), they can 
be performed in parallel. The novel segmentation 
technique, in a fundamental way, resembles the region- 
growing technique used in digital image segmentation 
[8]. 

The image segmentation process is shown in figure 
13a. The point of emission is inside an image with a 
continuous boundary, and the signals are contained in- 
side the image boundary. If the edge-detection process 
fails to produce a continuous image boundary due to 
a high edge threshold as shown in figure 13b, the signals 
will propagate to the image edge and be received by 
a special pixel which indicates the failure of the edge- 
detection process. Negative feedback can be used to 
reduce the edge threshold until the image segmenta- 
tion process is performed successfully. 

point of emission point of emission 

(a) (b) 

Fig. i3. Segmentation of image with (a) continuous boundary and 
(b) incomplete boundary. 
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3.2. Possible Modes of Signal Propagation and Net- 
work Stability 

There are at least two possible modes of signal pro- 
pagation. In one mode the signals propagate in a raylike 
manner; in the other mode, the signals propagate in 
a gaseous manner. 1 The raylike signal propagation, 
which has been used in maze-solving neural processor 
[13], is used here in the actual implementation of the 
image-segmenting imager. 

If the raylike signal propagation is used, the network 
is unconditionally stable. This is because the network 
operates in the feedforward mode and no local feed- 
back loop exists. Figure 14a illustrates a network us- 
ing raylike signal propagation. The disadvantage of 
raylike signal propagation is the formation of shadows 
inside the image boundary if a discontinuous boundary 
exists inside the image boundary, as shown in figure 
14b. 

t'-t" -l-'l-'l 

point of emission 
"shadow" 

(a) (b) 

Fig. 14. (a) Propagation of raylike signals and (b) the formation of 
shadows inside the image boundary. 

To avoid the formation of shadows inside the image 
boundary, the gaseous signal propagation shown in 
figure 15a must be used. If a discontinuous image boun- 
dary exists, the signals may propagate sideways to reach 
the pixels in the shadow, as shown in figure 15b. How- 

l:ii 
point of emission 

I L I 

image boundary 

(a) (b) 

Fig. 15. (a) Propagation of gaseous signals, and (b) no shadow is 
formed inside the image boundary. 

ever, for the signals to propagate in a gaseous manner, 
bidirectional cross-border communication as shown in 
figure 15a is required. This leads to positive feedback 
between pixels, and the network may become unstable. 

Since minimum-size MOSFETs are used, the 
capacitive components of the network are low and can 
be neglected. A simplified model for pixel communica- 
tion is shown in figure 16. Each pixel generates a voltage 
denoted by Vsl or vs2 as shown in figure 16. The out- 
put resistances of the voltage sources generating Vsl 
and vs2 are equal and are denoted by R. The node 
voltage Va of the communication link between the two 
pixels is given by 

1 
V a = "~ (Vsl "~- Vs2 ) (7) 

pixel 1 pixel 2 

+4--- 
V b ~ ~  ~1 I Vaq_lSVbl ~ ~ -  +-vb2 

Vs2 = C~ Va + ~ Vb2 

Fig. 16 Equivalent circuit that models the communication between 
two pixels. 

The voltage Vsl (or vs2 ) consists of two components 
aVa + 13Vbl (or O~Va + {3Vb2). The term aVa, where a 
is a constant, models the positive feedback that exists 
between the two pixels. For the/3vbl term (or 13vb2), 
/3 is a constant, and Vbl (or vb2) is a voltage generated 
by the communication between the pixel and its other 
neighbors. The actual values of c~ and/~ are determined 
by the circuit used and are functions of circuit 
parameters, such as output resistance, intrinsic gain (not 
including the loading effect), and any resistive com- 
ponents used in the feedback loop. 

Substituting V~l = olv a "q- [~Vbl and vs2 = ava +/3vb2 
into equation (7) leads to 

V a - -  ~ ( V b l  -~- Vb2) (8) 
2(1 - a) 

To prevent regenerative effect between pixels, ot must 
be smaller than 1. 

3. 3. Silicon Implementation and Experimental Results 

The circuit in figure 17a implements raylike propaga- 
tion of signals. Voltage vs is the signal that propagates 
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Fig. 17. Circuits of (a) the pixel and (b) the point of emission. 
form one pixel to the others. Note that the signal v s of 
a pixel will go high only if the signal generated by the 
communicating neighboring pixel goes high and an im- 
age edge is not detected. If an edge is present, rt 4 will 
be off and the signal Vs of the pixel will stay low and 
cut off the signal propagation to another pixel. While 
there are 25 different pixels on the image-segmenting 
imager, they are simple variations of the circuit in figure 
17a. For example, if a pixel communicates with only 
two other neighbors, then only two MOSFETs (instead 
of four are used to generate the inhibition currents. 

A 3#-CMOS p-well process was used to fabricate 
the imager. The p-well of n4 in figure 17a is connected 
to the source. If n5 is turned off, the reverse-bias 
saturation current of the junction between p-well and 
substrate charges the input node of the inverter to a 

logic-high level. This turns on P8 and turns off n6, 
disregarding the result of the edge-detection process. 
Thus, a simple means for turning off the effect of the 
edge-detection process is provided. 

The schematic of the point of emission is shown 
in figure 17b. Inhibition currents for the neighbor- 
ing pixels are supplied by P2 to Ps. The signal Vs is 
provided by P6. However, for the signal to propagate 
out of the point of emission, the photogeneration 
current, and thus the brightness of the image, has to 
be higher than a level controlled by the drain current 
of PT. Pu is used as a resistor. By injecting a small 
current into the drain of n 3 allows the segmentation 
process to be stopped when no image is projected onto 
the imager and the entire surface of the imager is 
dark. 
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Fig. 18. Micrograph of the image-segmenting imager. 

The micrograph of the image-segmenting imager is 
shown in figure 18. The smaller square shows an ex- 
panded view of a pixel. The array size is 23 by 23 or 
529 pixels. The pixel size is 162 /zm by 162 /zm or 
10.026 mm 2 which leads to a pixel density of 38 pix- 
els/mm 2. Similar to the case of the edge-detecting im- 
ager, the output of each pixel can be sampled in- 
dividually and displayed as a 2D pattern on the 
oscilloscope. The static power dissipation of the image- 
segmenting imager is 211 /~W. 

Two irregular-shaped images with continuous 
nonoverlapping image boundaries are projected onto 
the image-segmenting imager. One image is located at 
the center of the imager, and the point of emission is 
located inside the image boundary. The other image 
is located at the lower left corner of the imager. When 
the edge detection is turned off by setting Vre f in figure 
17a to zero, the output pattern of the imager is illustrated 
in figure 19a. As shown, both images are clearly visi- 
ble and no offset is detected. When edge detection is 
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Since the simple inverter is a much faster circuit than 
the edge detector, the image-segmentation process is 
much faster than the edge-detection process. Thus, the 
speed of the image-segmenting imager is limited by the 
slow edge-detection process, and the maximum image 
velocity versus edge sharpness plotted in figure 12 is 
also applicable to the image-segmenting imager. 

(a) 

4. Conclusion 

This paper has demonstrated the feasibility of using 
analog VLSI techniques to perform real-time edge 
detection and image segmentation. The pixel densities 
achieved are 43 pixels/mm 2 and 38 pixels/mm 2 for the 
edge-detecting and image-segmenting imagers, respec- 
tively. Improvements in reliability, speed of computa- 
tion, and pixel density are needed to make these im- 
agers viable for large-scale implementation. 

Appendix A: Edge Detection Using Spatially 
Averaged Photogeneration Current 

Consider the case of a pixel (x, y )  shown in figure A1 
surrounded by pixels (x - 1, y), (x + 1, y), (x, y + 
1), and (x, y - 1), where x and y are the coordinates 
of the position of the pixels. The local activation cur- 
rent can be expressed as 

Ia(X , y) = 4 {Iph(X , y) + Iph(X "4- l ,  y) + Iph(X -- 1, y) 
+ Iph(X, y + 1) + Iph(X, y - 1)} ( a l )  

(b) 
Fig. 19. Output patterns of the image-segmenting imager when (a) 
edge-detection process is disabled and (b) edge-detection process is 
enabled. 

turned on by setting Vre f to an appropriate value (Vre f 
= 0.9 V), the output pattern of the imager is shown 
in figure 19b. Only the image that contains the point 
of emission is clearly visible, and the other image has 
completely disappeared. 

Fig. A1. A pixel (x, y) communicates with four neighbonng pixels. 
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Iph(X,Y) 

l l 

I I I 

' ql 0 
I-I n i l  

Iph(x, i) 

( )  I~(x+l'y)+It~(x'y+l) 

/ 

Fig. A2. Schematic of the edge detector that uses spatially averaged photogeneration currents in the edge-detection process. 

The inhibition current supplied by the pixel (x, y) to 
its neighboring pixels is 

I1,4(x, y) = Iph(X, y) + Iph(X + 1, y) 
q- Iph(X -- l, y) + Iph(X , y + 1) 

+ Iph(X, y -- 1) (A2) 

Using equation (A2) the local inhibition current can 
be shown to be 

Ii(x, y) = I1,4(x, y + 1) + I1,4(X, y -- 1) + I1,4(x 
+ 1, y) + I1,4(x - 1, y) 

= 4Iph(X, y) + 2 lph(X + 1, y • 1) 
+ Iph(X • 2, y) + Iph(X • 1, y) 

+ Iph(X , y • 2) + Iph(X , y • 1) (A3) 

An edge detector using equations (A1) and (A3) is 
shown in figure A2. 

Appendix B: The Relationship between Current 
Mismatches and Edge Sharpness 

Let N be the total number of communicating neighbors 
of a particular pixel encoding an image edge. Out of 
N communicating neighbors, m of them are located on 
the dark side of the image edge. Let the photosensors 
located on the bright side of the image edge generate 
photocurrents Ib; then the photosensors located on the 
dark side of the image edge generate photocurrents 
Eslb, where Es is the edge sharpness. 

Interpixel communication is shown in figure B1. A 
mismatch factor of 1 + ei between inhibition and 

activation currents within a pixel is assumed. Using 
equation (2) leads to 

Io = N Ib - (1 + el){m Es lb + (N - m) Ib} (B1) 

For the pixel to encode the image edge, I o must be 
larger than zero; thus, 

(m/N)(1 - Es) 
e~ < (B2) 

1 - (m/N)(1 - E~) 

Bright side of the image edge 

The edge-encoding pixel 

f  L,o 

[ ~ ( l + ~ I ) E s I b '  A- communicating neighbour 

Dark side of the image edge 

Fig. B1. Communications between a pixel encoding an image edge 
with its neighbors. 
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Notes 

1. In the gaseous mode the signal may propagate out of a pixel in 
all directions. 
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