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StackOverflow

● StackOverflow users often manually link external 
websites in their answers.[1] 

○ Documentations
○ Blog posts
○ Tutorials …

[1] Baltes et.al., Contextual documentation referencing on StackOverflow, TSE-2022.

StackOverflow posts
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Motivating Example

StackOverflow question: How to get POSTed JSON in Flask?
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53 out of 200 sampled StackOverflow answers 
had at least one link to documentation.

https://stackoverflow.com/questions/20001229/how-to-get-posted-json-in-flask


Documentation and StackOverflow

● In our study, we focus on documentation links - formal 
resource to get ground truth.

● The links to documentation sources support the answer 
but can be laborious to perform manual search.
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DOSA

Documentation and StackOverflow 
Alignment
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Our Approach - DOSA
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…...

s1&s2&s3

s2&s3&s4

C = Category,  
SC = Sub-category,  

s = Sentence.



Training Dataset
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Our Approach - DOSA
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Evaluation Dataset

Manual Labelling Evaluation Dataset

● Random sampled 200 StackOverflow questions for each of the 
‘Python’ and ‘Flask’ tags.

StackOverflow questions
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● Cohen’s Kappa score of 0.83 

13



Evaluation Dataset

Manual Labelling Evaluation Dataset

● Random sampled 200 StackOverflow questions for each of the 
‘Python’ and ‘Flask’ tags.

StackOverflow questions

● We used the categories and subcategories extracted from the 
documentation as the labels.

● Two of the authors independently labelled sampled questions.
● Cohen’s Kappa score of 0.83 
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Our Approach - DOSA
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Why LLM?
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Why LLM?
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StackOverflow question Documentation

● No public dataset available between StackOverflow and 
Documentation.

● LLMs can help establish this connection in a zero-shot 
manner.

Category:
Sub-category:

LLMs



Our Approach - DOSA
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Our Approach - DOSA
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Weakly supervised 
LLM adaptation on DOC



Our Approach - DOSA
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text, print, build, …]
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● Output is out of scope for category/subcategory vocabulary. 

[post, postman, 
text, print, build, …]
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Our Approach - DOSA
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Our Approach - DOSA
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Aligning SO to DOC with Constrained Decoding

Trained LLM Constrained decoding
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Aligning SO to DOC with Constrained Decoding

Trained LLM Constrained decoding

● Incorporating domain terminology during the token 
generation process.

● Constrained decoding only operates during the generation 
process at test time.
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Out of scope output sequence 

Category:
Sub-category:

Expected output

Input 
(SO question)

GPT-2 Model Output 
(categories extracted from 

documentation)

[JSON, API, application, 
handling, quickstart, ...]

● Produce tokens within the scope

● Stop when output label matches the 
category.



Our Approach - DOSA
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Evaluation: DOSA vs Conventional IR
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Evaluation: DOSA vs Conventional IR

● Conventional Information Retriever (IR) tools struggled to 
align StackOverflow questions to documentations.

● DOSA outperformed pyserini in both flask and python.
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FLASK PYTHON

Category Subcategory Category Subcategory

DOSA (GPT-2) P: 0.98 
R: 0.99

P: 0.99 
R: 1.0

P: 0.98 
R: 0.94

P: 0.33 
R: 0.41

Pyserini P: 0.26 
R: 0.19

P: 0.03 
R: 0.10

P: 0.17 
R: 0.13

P: 0.08 
R: 0.06

Model

Topic

P: Precision and R: Recall
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Future work

● Amplify the generalizability, performance, and utility of 
our DOSA approach.
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Future work

● Amplify the generalizability, performance, and utility of 
our DOSA approach.
● Categorizing diverse types of artifacts

○ Aligning documentation to blog posts 

● Broader domains beyond programming
○ Aligning medical queries with the vast corpus of 

medical literature
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