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ABSTRACT
A Bloom filter is a probabilistic bit-array-based set rep-
resentation that has recently been applied to address-set
disambiguation in systems that ease the burden of parallel
programming. However, many of these systems intersect
the Bloom filter bit-arrays to approximate address-set in-
tersection and decide set disjointness. This is in contrast
with the conventional and well-studied approach of making
individual membership queries into the Bloom filter. In this
paper we present much-needed probabilistic models for the
unconventional application of testing set disjointness using
Bloom filters. Consequently, we demonstrate that intersect-
ing Bloom filters requires substantially larger bit-arrays to
provide the same probability of false set-overlap as querying
into the bit-array. For when intersection is unavoidable, we
prove that partitioned Bloom filters require less space than
unpartitioned. Finally, we show that for Bloom filters with a
single hash function, surprisingly, intersection and querying
share the same probability of false set-overlap.

Categories and Subject Descriptors
F.2.2 [Analysis of Algorithms and Problem Complex-
ity]: Nonnumerical Algorithms and Problems—computa-
tions on discrete structures

General Terms
Design, Performance, Theory

Keywords
Bloom filters, signatures, set intersection, address-set disam-
biguation, transactional memory, thread-level speculation,
parallelism

1. INTRODUCTION
The over-arching challenge for parallel programming stems

from detecting and managing data access conflicts between
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parallel threads, since they can lead to invalid data and
incorrect execution when improperly handled. A variety
of programming models and debug tools have hence been
proposed to augment locking, a conventional form of man-
aging potential conflicts. Progress has been made in tools
for finding, replaying, and avoiding concurrency bugs [18]
that may result when a programmer: (i) fails to synchronize
accesses to a mutable shared variable (i.e., a data race) [28];
or (ii) incorrectly reasons about atomicity, failing to enclose
a set of memory accesses in a critical section (i.e., an
atomicity violation) [17, 18]. Debugging in a concurrent
environment is made even more challenging as the man-
ifestation of these bugs depends on the non-deterministic
interleavings of threads. Several debugging systems thus
focus on deterministically replaying concurrency bugs to find
their source [13,25,38]. Despite thorough testing, some bugs
still make it to deployment, motivating dynamic avoidance
of concurrency bugs [17]. Beyond debugging, Transactional
Memory (TM) [12] and Thread-Level Speculation (TLS) [10,
15, 37] have emerged as methods of more automatically
managing data access conflicts for the programmer. TM
allows potentially conflicting transactions to execute concur-
rently, where the underlying system tracks memory accesses
and detects and handles data conflicts. TLS divides a
legacy sequential program into ordered speculative threads
that are executed optimistically in parallel, also via an
underlying system of detecting and recovering from data
access conflicts.

All of these recently-proposed programming models and
tools require a means of conflict detection (CD) that dis-
ambiguates streams of concurrent memory address accesses
to find unsafe access interleavings (conflicts). Read- and
write-sets accumulate the memory addresses read or written
over epochs of instructions as defined by the application—
including synchronization points, race-free episodes, trans-
actions, or“chunks”of sequentially-consistent instructions [5].
In general, a conflict results when a memory address appears
in the write-set of one thread and the read- or write-set of
another thread. Two schedules determine when conflicts
are detected: eagerly at the time of memory access (e.g., by
checking coherence messages [26,41]), or lazily at the end of
an epoch.

1.1 Address-Set Disambiguation Using Bloom
Filters

Given this demand for runtime address-set operations,
Bloom filters [1] have emerged as the address-set repre-
sentation of choice for many systems in hardware TM [6,



16, 21, 32–35, 39–42], software TM [8, 19, 30, 36], TLS [6,
11], and concurrency debugging tools [13, 17, 18, 25, 28, 31,
43]. These approximate set representations provide address
membership queries and set insertion in constant time, while
operating on a compact, static-length bit-array. To track
an address-set using a Bloom filter, addresses are hash-
encoded into the large bit-array, and each thread maintains
a distinct Bloom filter for each of the read- and write-
sets over the course of each execution epoch. The bit-
array length is designer-tunable, but the filter suffers in-
creasing inaccuracy as length decreases; hence space and
time requirements must be balanced with an acceptable
probability that set membership tests falsely accept a non-
member. In parallelization systems, these Bloom filter
false positives force unnecessary conflicts among epochs, but
pose no threat to correctness—e.g., their impact is limited
to the re-execution of a transaction or epoch, or a false
concurrency bug reported to the programmer. Hardware
systems leverage Bloom filters to represent unbounded sets
using statically-sized registers, and software systems benefit
from fast set operations. The main concern for designers
of these parallelization systems is to size the Bloom filters
appropriately to achieve an acceptable false positive rate.

Despite the popularity of using Bloom filters for address-
set disambiguation, few analytical models have been de-
veloped for these use-scenarios: for most recent work, the
bit-arrays in Bloom filters are sized via time-consuming
design space exploration, where the false positive rates are
determined empirically. Eager systems use Bloom filter
membership queries to detect conflicts, and the resulting
false positives of individual queries follow a well-understood
probability distribution [1,2,7,33]. Configuring Bloom filters
for individual queries therefore requires tuning only the
Bloom filter length and number of hash functions, and can
be guided by the known analytical model.

1.2 Needed: Analytical Models for Lazy
Applications of Address-Set Bloom Filters

In contrast with eager systems, lazy systems disambiguate
finalized address-sets at the end of epochs1, affording de-
signers more flexibility but an expanded design space to
explore. With finalized Bloom filters, there exist three
different methods of determining whether address-sets are
disjoint, or deciding set disjointness. The first method is
intuitive: test every address of one set for membership in the
Bloom filter of the other set [21]—we call this method queue-
of-queries. For both the second and third approach, rather
than serially querying many addresses, Bloom filters are
quickly intersected and the result is analyzed to determine
whether the input sets are disjoint [5, 6, 8, 17, 19, 25, 28, 30,
36, 43]. For the second approach, Bloom filter intersection
approximates set intersection by performing the bit-wise AND
of two bit-arrays, but has lower resolution (i.e., a greater
probability of false conflict) than the corresponding series
of queries. The third approach partitions the two bit-
arrays, and the partitions are pairwise intersected. The
third approach is hence called partitioned, while the sec-
ond approach is unpartitioned—sometimes referred to as

1There also exist systems where finalized address-sets of a
committing epoch are compared with growing address-sets
of in-flight epochs. We continue to use the term “finalized
set,”but this could alternatively be interpreted as“nontrivial
set.”

a true Bloom filter [32, 33]. When the two input sets are
disjoint, each disambiguation method might return a false
set-overlap. In this context, the statistical properties of
the three set-intersecting approximations, to the best of
our knowledge, have neither been studied analytically nor
conclusively compared in prior work.

In this paper we provide system designers with a new
analytical model of the probability of false set-overlap for
address-set Bloom filter intersection. We conclusively show
which bit-array configuration admits fewer false positives,
and prove that to achieve equivalent probability of false set-
overlap, intersection-based usage requires Bloom filters that
are at least a factor of the square root of set cardinality larger
than query-based usage: for example, our models suggest
that a change from unpartitioned Bloom filters to 2- or 4-way
partitioning of the bit-array will yield considerable reduction
of false conflicts in a number of existing parallelization sys-
tems [30, 36]. These results also reveal that for set-overlap-
testing intersect-based schemes, the query-based approach
should still receive serious consideration as an alternative,
despite its time complexity.

Related Work: Prior work on address-set Bloom fil-
ters (a.k.a. signatures [6]) has optimized false positives in
membership queries, but has not focused on Bloom filter
intersection in particular. The work includes evaluating the
impact of hash function families and parallel access to the
bit-array partitions [33], optimizing the complexity of hash
functions for a fixed false positive rate [42], application-
specific address hashing [16], and exploiting the locality of an
address stream [32]. The database community has applied
Bloom filter intersection to accelerate relational join oper-
ations: approximating set intersection, and subsequently
performing membership queries to the remaining bits [20].
Estimation of join cardinality has also benefited from this
fast intersection [3, 27, 29]. However, unlike address-set dis-
ambiguation, database applications generally do not strive
for the intersection result to be an empty set. Our work
builds on these studies of Bloom filter intersection, with a
focus on address-set disambiguation, and hence targeting
intersections that return empty sets in the ideal case.

Contributions: This paper makes the following contribu-
tions: (i) we derive the probability distributions of false set-
overlaps between two address-sets, for each of the three ways
Bloom filters are applied in lazy address disambiguation;
(ii) we prove that the partitioned Bloom filter configuration
statistically induces fewer false conflicts than the unpar-
titioned configuration; (iii) we prove that for equivalent
probability of false set-overlap in Bloom filters, intersection
exceeds a space requirement that is larger than querying by
a factor of the square root of set cardinality; (iv) we observe
that, for the special case of one-way hashing, Bloom filter
querying and intersection remarkably share an equivalent
probability of false set-overlap.

2. BLOOM FILTERS
This section gives a brief background on the relevant

aspects of Bloom filters [1]. For preliminary notation, let
[N ] denote the set {1, . . . , N}. A Bloom filter compactly
represents a set S = {x1, x2, . . . , xn} of n elements from
some universe U . The filter is a bit-array of m bits indexed
by a hash function tuple of k mutually-independent hash
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Figure 1: Bloom filter insertion and querying of address a
for (a) an unpartitioned and (b) partitioned Bloom filter.
In both cases, the filter has length m bits, and a tuple of
k truly random hash functions. Addresses are inserted by
asserting the bits indexed by the k hash values (dark boxes).
A query accepts an address as a member of the set iff all k
indexed bits are set to 1. Inspiration for figure is from [32].

functions h(x) = (h1(x), . . . , hk(x)), supporting operations
such as element insertion, membership queries, set union,
and set intersection. Two configurations of bit indexing
are widely used, called unpartitioned (or “true”) and par-
titioned. The k-tuple hash function of an unpartitioned
Bloom filter uniformly maps to the entire m-bit range of the
bit-array, h : U → [m]k. In contrast, a partitioned Bloom
filter distinguishes k disjoint sub-arrays of the filter, with
each hash tuple value uniformly mapping to an integer m

k
-bit

partitioned range, h : U → ˆ
m
k

˜k
[24]. In the context of ad-

dress disambiguation, S is a set of memory addresses from a
v-bit address space (or universe): S ⊂ U = {0, 1, . . . , 2v−1}.

Figure 1 illustrates the individual element operations on
a Bloom filter. To initialize an empty set, all bits of the
array are set to 0. Each element x ∈ S is subsequently
inserted in the filter by asserting the k bits indexed by each
hash of x; the hi(x)’th bit is set to 1 for 1 ≤ i ≤ k. We
denote the Bloom filter representation of S as BF (S), which
corresponds to the set of asserted bits after inserting all x ∈
S [9, 32]. With a fully-constructed Bloom filter for S, an
address y ∈ U can be quickly tested for membership in S.
The membership query accepts y ∈ S if all of the hi(y)’th
bits of the array are 1, and otherwise indicates y /∈ S.

For the remainder of this paper, we assume that the
bit-array length, m, and number of hash functions, k, are
constant. Let Hm = {h|h : U → [m]k} be the set of all
hash functions mapping from the address space to the full
m-bit range of a partitioned Bloom filter. Similarly, let
Hm

k
= {h|h : U → [m

k
]k} represent the set of all hash

functions from the address space to the m
k

-bit sub-arrays
of a partitioned Bloom filter.

2.1 Bloom Filters for Membership Queries
By encoding elements of a large universe into a compact

bit-array, there is a small probability that an element y (that
is not in S) has collisions on each of its k hashes with some
elements in the set. Both hash aliasing and filter density
(fraction of asserted bits) can lead to membership queries
being falsely accepted, and so the Bloom filter actually
represents a superset of the original address set: S ⊆ BF (S).

In essence, the membership query“is y in S?”is not answered
by no or yes, but rather no or maybe. The following
definition formalizes this notion.

Definition 1. Let S = {x1, . . . , xn} ⊂ U be represented
by an m-bit Bloom filter, BF (S), using the k-tuple hash
function h ∈ (Hm ∪ Hm

k
). When testing some element

y /∈ S for membership in S, we define the false positive
predicate FP∈(S, y, h) to be true when the query accepts y
as a member of BF (S)—i.e., when y /∈ S, but ∀i ∈ [k],
hi(y) = hi(xj) for some xj ∈ S.

This definition describes the false positive event for both
unpartitioned and partitioned Bloom filters, as h ∈ (Hm ∪
Hm

k
); however, throughout the paper we will specify the

Bloom filter indexing via conditioning on h. The probability
of false positives for a Bloom filter is well understood and
estimated in a straightforward fashion [1, 3, 32]—the reader
is directed to prior work for a formal proof. Assuming the
partitioned Bloom filter indexing scheme, the distribution is
as follows:

Lemma 1. [1,24] Let h ∈ Hm
k

be a truly random k-tuple

hash function. For any fixed set S ⊂ U and element y /∈ S,
the probability that y is accepted in a membership query of
partitioned BF (S) is

Pr
h
FP∈(S, y, h) | h ∈ Hm

k

i
=

 
1 −

„
1 − k

m

«|S|!k

. (1)

For unpartitioned Bloom filters, Pr[FP∈(S, y, h) | h ∈
Hm] is less than the result above, since a partitioned filter
typically has more asserted bits. Notably, the two distribu-

tions asymptotically approach
“
1 − e−

k|S|
m

”k

[3]2, and the

latter approximation is minimized when k = m
|S| ln 2 [3].

2.2 Bloom Filters for Set Intersection
Beyond individual element operations, Bloom filters can

be used to perform set union and intersection. In this work
we focus on set intersection and its application for deciding
address-set disjointness. Let S1, S2 ⊂ U be two sets that
are represented by Bloom filters, BF (S1) and BF (S2), that
use the same m and hash functions. The filter BF (S1 ∩
S2) is computed by hash-encoding elements of the actual
intersection of these sets. The Bloom filter representations
of S1 and S2 are insufficient to accurately compute BF (S1∩
S2), but their Bloom filter intersection, BF (S1) ∩ BF (S2),
is quickly computed by the bit-wise AND of their bit-arrays.
Bloom filter intersection provides an approximation to set
intersection that maintains the original querying property of
never returning false negatives [3, 9, 29].

Guo et al. quantify the uncertainty in approximating set
intersection with Bloom filter intersection. Assuming the
unpartitioned Bloom filter configuration, the theorem by
Guo is stated as a lemma toward our own contributions;
readers are directed to the original work [9] for a proof.

Lemma 2. [9] Assuming the same m and random hash
function h ∈ Hm are used in the Bloom filters of S1, S2,
and S1 ∩ S2, then BF (S1 ∩ S2) = BF (S1) ∩ BF (S2) with
probability

(1 − 1/m)k2×|S1−S1∩S2|×|S2−S1∩S2|.

2Since (1 − k/m)n ≈ e−
kn
m , provided m > nk [3].



Apparently, the asserted Bloom filter bits of a set intersec-
tion are not necessarily equivalent to the bits asserted by
Bloom filter intersection of the sets; they are equivalent with
non-negligible probability.

2.3 Accuracy of the False Positive Rate
Recent work [2, 7] indicates that the “classic” analysis of

the Bloom filter that proves the above Lemmas 1 and 2 is
optimistic. The result attributed to Bloom (and republished
in decades of subsequent work) is in fact a strict lower bound
to the correct false positive probability. The new insight by
Bose et al. and Christensen et al. has only focused on
unpartitioned Bloom filters; applying their methods to the
partitioned configuration, and subsequently repairing the
Lemma by Guo et al. is left as future work, beyond the
scope of this paper. Regardless, the approximation provided
by these lemmas is sufficient for this work, as Christensen
et al. demonstrated that the relative error diminishes with
the larger m (≥ 1024 bits) typically used in parallelization
systems [5, 6, 8, 13,18,21,28,32,33,36,41,42].

3. MODELING BLOOM FILTERS FOR
SET DISJOINTNESS

Despite the popularity of Bloom filters in research archi-
tectures and tools, there are no previously-proposed proba-
bility distributions that model their use in deciding pairwise
disjointness of sets, (a.k.a., set disambiguation). In the
following sections, we (i) describe how Bloom filters are
used to decide address-set disjointness, (ii) describe when
they flag false conflicts among epochs, and (iii) we model
and prove the probability distributions representing these
unfortunate events.

3.1 Methods of Deciding Set Disjointness
This section describes the three methods of deciding set

disjointness using Bloom filters: queue-of-queries, unparti-
tioned intersection, and partitioned intersection. We first
motivate a definition of false set-overlap, when two dis-
joint sets appear to have some overlap due to Bloom filter
operations. In line with Bloom’s original motivation, sys-
tems implementing eager conflict detection use Bloom filter
membership queries for runtime address-set comparison. At
the time of accessing address y, the address is tested for
membership in the read or write Bloom filters (BF (R)
or BF (W )) of other epochs (e.g., by querying incoming
coherence requests). There is a probability of a false positive
on each query (unnecessarily indicating an address conflict),
which is modeled by Lemma 1. Since address conflicts are
detected at the granularity of epochs, it becomes apparent
that the probability of individual false conflicts is not of
interest in parallel programming tools. Instead we wish to
know the probability that entire epochs will falsely conflict,
such as for lazy conflict detection schemes where the read-
and write-sets are finalized. We next define two predicates
which relate epoch failures to false set-overlaps.

3.1.1 Queue-of-Queries
Consider the lazy conflict detection scheme of SigTM [21],

which maintains a write buffer (W ) and read and write
Bloom filters (BF (R) and BF (W )) for each thread. These
sets are finalized at the end of an epoch and otherwise
grow monotonically. To detect conflicts at the end of a

transaction, the system verifies that every member of the
write-set W is not a member of all other threads’ read-
sets by performing membership queries into the read filters
via coherence broadcasts. If any address in the write-set
conflicts with the read filter of a remote transaction, the
latter transaction is aborted. We use SigTM as a sample
model of what we denote as the conventional approach to
lazy address-set intersection—executing a queue-of-queries
into a Bloom filter. Figure 2a illustrates this idea, where the
queue of elements is the aforementioned write buffer. Each
element of the write buffer (queue) is queried into the Bloom
filter of some other epoch, until a conflict is found; otherwise
the sets are disjoint. Supposing the two epochs did in fact
access independent memory, we say that a false set-overlap
occurred if one of the epochs unnecessarily aborted. The
following definition formalizes false set-overlap by a queue-
of-queries.

Definition 2. Let S1, S2 ⊂ U be two fixed, disjoint sets,
and choose S1 to be represented by a Bloom filter of m bits
and hash function h ∈ (Hm ∪ Hm

k
). We define the false

set-overlap by queries predicate FSO∈(S1, S2, h) to be true
if, for some x ∈ S2, FP∈(S1, x, h) is true.

This definition describes when two sets would be incor-
rectly reported as overlapping by the conventional method
of using Bloom filters for membership queries. The predicate
is defined for either type of bit-indexing by hash functions,
since FP∈ of Section 2 is defined for either hash function. In
later sections, we will condition on the bit-indexing scheme
as necessary.

3.1.2 Intersection: Partitioned and Unpartitioned
Lazy conflict detection must determine whether particular

address-sets are disjoint—i.e., to ask “is their intersection
empty?” Some researchers have astutely avoided the linear
time required for a queue-of-queries by applying Bloom filter
intersection to approximate this underlying set intersection
task. Independent of the bit-indexing scheme, the bitwise
AND of two bit-arrays is performed—the time-complexity of
which is determined by the amount of available hardware
(some researchers [36] reasonably argue that it is constant
time).

On the other hand, determining set emptiness depends
on the bit-indexing scheme. An unpartitioned Bloom filter
represents an empty set if and only if all m bits of the
bit-array are set to zero. Consider that if a single bit is
set, it is possible (though unlikely) that some element is
mapped to that same bit by all k hash values, making
the filter non-empty. In contrast, partitioned Bloom filters
represent an empty set if and only if at least one partition is
empty, with all m/k bits set to zero [6]. For sufficiency,
note that an empty set asserts no bits, such that all k
partitions remain zero. For necessity, since inserting one
element requires asserting one bit in all partitions, then if at
least one partition is empty, it must be that no combination
of elements can be represented by that filter—i.e., the filter
is empty. Figures 2b and 2c use logic gates to illustrate the
use of Bloom filter intersection to test for set-overlap.

The following definition introduces a predicate that iden-
tifies false set-overlap via Bloom filter intersection. Due to
the difference in empty-set representation, partitioned and
unpartitioned filters have differing statistical properties; we



S

… x2x3x4x5

S2 BF(S1)
x1
?

(a) Queue-of-Queries

BF(S1)
BF(S2)

(b) Unpartitioned Intersection

…
…
… BF(S1)

BF(S2)

(c) Partitioned Intersection

Figure 2: Three methods of testing set-overlap between sets S1 and S2: (a) by a queue-of-queries into the Bloom filter of
S1, such that if any element of S2 matches in BF (S1), the sets are reported to be non-disjoint; (b) by intersecting two
unpartitioned Bloom filters by bitwise AND, where any resulting asserted bits indicate non-disjoint sets; (c) by intersecting two
partitioned Bloom filters, where an intersection-result consisting of at least one empty partition indicates that the input sets
are disjoint.

condition on the choice of hash indexing scheme in the next
section.

Definition 3. Let S1, S2 ⊂ U be two fixed, disjoint
sets, each represented by Bloom filters of m bits and hash
function h ∈ (Hm ∪ Hm

k
). We define the false set-overlap

by Bloom intersection predicate FSO∩(S1, S2, h) to be true,
if BF (S1) ∩ BF (S2) �= ∅, even though S1 ∩ S2 = ∅.

3.2 Probability of False Set-Overlap
Having defined the conditions for three types of Bloom

filter false set-overlap events, we now model their proba-
bility distributions. We begin with the probability of false
set-overlap by queue-of-queries—using filters as Bloom “in-
tended”. Concerning the following theorem, fix two disjoint
sets S1, S2 ⊂ U . The filter BF (S1) is m bits long using a
truly random hash function of the partitioned bit-indexing
scheme: h ∈ Hm

k
.

Theorem 1. A false set-overlap by queries of S2 into
partitioned BF (S1) is reported with probability3

Pr
h
FSO∈(S1, S2, h) | h ∈ Hm

k

i

= 1 −
0
@1 −

 
1 −

„
1 − k

m

«|S1|
!k
1
A

|S2|

. (2)

Proof. Consider the contrary, between the two disjoint
sets S1 and S2, when will a false set-overlap be avoided?
Using the Bloom filter representation, the sets are correctly
reported disjoint iff (∀x ∈ S2)(x /∈ BF (S1)), when every
one of the |S2| unique queries into BF (S1) does not return
a false positive. Model these unique queries as a sequence of
up to |S2| Bernoulli trials, where a trial “success” implies a
false positive on an individual query. Let random variable N
be the number of unique membership queries from S2 before
one is reported a false positive. Thus N follows a geometric
distribution, the number of Bernoulli failures before the first
success, with probability of success p = Pr[FP∈(S1, x, h)] for
any x ∈ S2. The two sets are deemed disjoint by Bloom filter
queries if all |S2| trials fail, or if N ≥ |S2|. A false set-overlap

3Building on Lemma 1, this distribution can also be

approximated by 1 −
„

1 −
“
1 − e−

k|S1|
m

”k
«|S2|

.

results if the latter is not true. Thus,

Pr[FSO∈(S1, S2, h)]

= Pr[N < |S2|] (3)

= Pr[N ≤ |S2| − 1] (4)

= 1 − (1 − p)|S2|−1+1 (5)

= 1 − (1 − Pr[FP∈ (S1, x, h)])|S2| , x ∈ S2 (6)

where Eq. (5) substitutes the geometric cumulative distri-
bution function. Conditioning Eq. (6) on h and substituting
Eq. (1) gives (2).

We now state and prove the probability that Bloom
filter intersection will flag a false set-overlap4 (for both
unpartitioned and partitioned bit-indexing). Let S1, S2 ⊂ U
be disjoint sets. Both are represented by Bloom filters with
length m bits, using the same truly random hash function
tuple h. The bit-indexing scheme is conditioned in the
theorem.

Theorem 2. A false set-overlap by Bloom filter intersec-
tion of unpartitioned BF (S1) and BF (S2) is reported with
probability

Pr [FSO∩ | h ∈ Hm] = 1 −
„

1 − 1

m

«k2|S1||S2|
. (7)

For partitioned Bloom filters, a false set-overlap is reported
with probability

Pr
h
FSO∩ | h ∈ Hm

k

i
=

 
1 −

„
1 − k

m

«|S1||S2|
!k

. (8)

Proof. Concerning Eq. (7), Section 3.1.2 argues that
intersection of unpartitioned Bloom filters induces a false
set-overlap when some bit in the resulting bit-array is non-
zero. An all-zero Bloom filter can only be created from an
empty set (i.e., BF (S) = ∅ ⇐⇒ S = ∅). Therefore,

Pr [FSO∩ | h ∈ Hm]

= Pr [¬(BF (S1) ∩ BF (S2) = ∅) | S1 ∩ S2 = ∅, h ∈ Hm]
(9)

= 1 − Pr [BF (S1) ∩ BF (S2) = ∅ | S1 ∩ S2 = ∅, h ∈ Hm]
(10)

4Some readers may note that a membership query of y into
a Bloom filter BF (S) is akin to creating a new filter from y,
BF (y), and determining whether BF (S)∩BF (y) is empty.
It is straightforward to show that Theorem 2 represents this
idea, as Eq. (8) reduces to the false positive probability of
Lemma 1 for |S2| = 1.



We use Lemma 2 by Guo et al.,

Pr [BF (S1) ∩ BF (S2) = BF (S1 ∩ S2) | h ∈ Hm]

= (1 − 1/m)k2×|S1−S1∩S2|×|S2−S1∩S2|

but assume that the sets are disjoint:

Pr [BF (S1) ∩ BF (S2) = ∅ | S1 ∩ S2 = ∅, h ∈ Hm]

= (1 − 1/m)k2|S1||S2|. (11)

Substituting (11) into (10) shows (7).
Regarding Eq. (8), to avoid a false set-overlap, partitioned

Bloom filters require at least one partition to be empty,
with all m/k bits set to zero. Thus the negation of this
statement, a false set-overlap, results when all k partitions
are non-empty. Consider any one single partition: note that
it operates identically to an unpartitioned Bloom filter with
length m/k bits, but only a single hash function indexing
the sub-array. Eq. (7) of this theorem therefore suggests
that a single Bloom filter partition of length m/k and one
hash function is non-empty with probability

1 −
„

1 − 1

m/k

«(1)2|S1||S2|
. (12)

Looking at the entire partitioned Bloom filter, we assume
that the “emptiness” of all k partitions is mutually indepen-
dent. Using (12), the probability that all k partitions are
non-empty is  

1 −
„

1 − k

m

«|S1||S2|
!k

,

completing the proof of Eq. (8).

4. ANALYTICAL COMPARISON OF
QUERYING AND INTERSECTION

In this section we analytically compare the statistical
properties and space requirements of Bloom filter intersec-
tion and querying when determining address-set disjoint-
ness. Specifically, we demonstrate (i) that partitioned Bloom
filters always outperform unpartitioned Bloom filters when
determining address-set disjointness by intersection; (ii) that
for equivalent probability of false set-overlap (PFSO), par-

titioned Bloom filter intersection requires a factor Ω(
p|S2|)

more space than performing a queue-of-queries (of set S2)
into a Bloom filter.

4.1 Preliminary Inequalities
We state elementary inequalities from Mitrinović et al. [22,

23] used to prove the main results of the section.

Lemma 3. [23] Bernoulli’s Inequality.
If −1 < x < 1

n−1
, x �= 0, and integer n = 2, 3, . . ., then

1 + nx < (1 + x)n < 1 +
nx

1 + (1 − n)x
.

Lemma 4. [22] Generalization of Bernoulli’s Inequality.
If 0 < q < p and −q < x < 0, then„

1 +
x

q

«q

≥
„

1 +
x

p

«p

.

Lemma 5. If real x is such that 0 < x < 1 and integer
n > 1, then 1 − xn > 1 − x > (1 − x)n.

Proof. x ∈ (0, 1) ⇒ xn < x, so evidently 1−xn > 1−x.
Also, (1 − x) ∈ (0, 1) ⇒ 1 − x > (1 − x)n.

4.2 Statistical Comparison of Bit-Indexing for
Bloom Filter Intersection

The following theorem asserts that partitioned Bloom
filter intersection has a lower PFSO than unpartitioned. It
concerns two disjoint sets S1, S2 ⊂ U , that are represented
by Bloom filters of the same length m, with the same hash
function tuple. The k hash values are truly random, and
we consider m > k > 1, since for a single hash function,
partitioned Bloom filters are effectively unpartitioned.

Theorem 3. Concerning false set-overlap by Bloom filter
intersection, the partitioned bit-indexing scheme follows a
probability distribution that is strictly less than that of an
unpartitioned Bloom filter. That is, (∀hm/k ∈ Hm

k
)(∀hm ∈

Hm),

Pr
ˆ
FSO∩(S1, S2, hm/k)

˜
< Pr [FSO∩(S1, S2, hm)] .

Proof. We begin by using Lemma 4, substituting x =
−1/m, q = 1/k, and p = 1, which satisfies 0 < q < p and

−q < x < 0, to see that
`
1 − k

m

´ 1
k ≥ `1 − 1

m

´
. Additionally,

since m > k > 1, then by Lemma 5,
`
1 − 1

m

´
>
`
1 − 1

m

´k
.

Combining these observations,„
1 − k

m

« 1
k

>

„
1 − 1

m

«k

⇒
„

1 − k

m

«|S1||S2|
>

„
1 − 1

m

«k2|S1||S2|
,

(13)

where the implication follows since m > k > 1, and we
raise each side to the power of (k|S1||S2|) > 0. Rearranging
Eq. (13), we show the main result,

Pr [FSO∩(S1, S2, hm)] = 1 −
„

1 − 1

m

«k2|S1||S2|

> 1 −
„

1 − k

m

«|S1||S2|
(14)

>

 
1 −

„
1 − k

m

«|S1||S2|
!k

(15)

= Pr
ˆ
FSO∩(S1, S2, hm/k)

˜
, (16)

where Eq. (15) follows from Lemma 5.

4.3 Space Comparison of Intersection
and Queue-of-Queries

Given that partitioned intersection outperforms unparti-
tioned intersection, the following theorem thus compares
the methods queue-of-queries and partitioned Bloom filter
intersection for deciding set disjointness. The metric of
consideration is more concrete than that in the previous
theorem: we will show that the bit-array space savings of
queue-of-queries is at least a factor of the square root of set
cardinality, relative to partitioned Bloom filter intersection,
when the respective PFSOs are equal, under reasonable
conditions.

Consider the disjoint sets S1, S2 ⊂ U . Let BFq(S1) be
a partitioned Bloom filter of length mq bits with a truly



random k-tuple hash function hq ∈ Hmq
k

, for use in a queue-

of-queries. Let partitioned Bloom filters BFi(S1), BFi(S2)
have length mi bits and be indexed by the truly random
k-tuple hash function hi ∈ Hmi

k
, for use in Bloom filter

intersection. Assume more than one hash tuple value, k > 1,
nontrivial sets, |S1|, |S2| > 1, and assume bit-array lengths
mq > k and mi > d|S1||S2| > k, for some constant d ≥ 1.

Theorem 4. Assuming the preceding system and condi-
tions, the bit-array space requirement of partitioned Bloom
filter intersection is a factor Ω(

p|S2|) larger than the queue-
of-queries method, for equivalent PFSO. Specifically, if k > 1
and

Pr[FSO∈(S1, S2, hq)] = Pr[FSO∩(S1, S2, hi)],

then

mi > mq
|S2|(1− 1

k )

1 + k
d

. (17)

Proof. Using the theorems of Section 3.2, we first equate
the stated probabilities, then using the lemmas of Section
4.1, show the inequality between mi and mq. The following
equality is given: 

1 −
„

1 − k

mi

«|S1||S2|
!k

= 1 −
0
@1 −

 
1 −

„
1 − k

mq

«|S1|
!k
1
A

|S2|

.

For clarity, let a = |S1|, b = |S2|, and ci =
“
1 − k

mi

”a

, and

likewise for cq. Applying these substitutions, we have“
1 − ci

b
”k

= 1 −
“
1 − (1 − cq)

k
”b

which is rearranged into

1 −
“
1 − ci

b
”k

=
“
1 − (1 − cq)

k
”b

. (18)

Observe that ci, cq ∈ (0, 1) since mi, mq > k and a > 1.
Therefore (1 − cq)

k ∈ (0, 1), so with integer b > 1, we may
apply the left side of Bernoulli’s inequality (Lemma 3) to
the right hand side of Eq. (18) and have

1 −
“
1 − ci

b
”k

=
“
1 − (1 − cq)

k
”b

> 1 − b (1 − cq)
k .

Rearranging and simplifying terms,

b (1 − cq)
k >

“
1 − ci

b
”k

.

Isolate b on the left hand side, take the k’th root, then
expand ci and cq:

b
1
k >

1 − ci
b

1 − cq

=
1 −

“
1 − k

mi

”ab

1 −
“
1 − k

mq

”a . (19)

These steps are valid as ci, cq ∈ (0, 1). Now consider the
denominator of (19). Apply the left side of Bernoulli’s

inequality (Lemma 3), since integer a > 1, and mq > k.
Then

1 −
„

1 − k

mq

«a

<
ak

mq
⇒ 1“

1 −
“
1 − k

mq

”a” >
mq

ak
. (20)

Now focus on the numerator of (19), 1−
“
1 − k

mi

”ab

. Using

the right side of Lemma 3, we let x = − k
mi

, and n = ab,

which satisfies −1 < x < 1
n−1

since mi > k. Thus,

„
1 − k

mi

«ab

< 1 +
ab
“
− k

mi

”
1 + (1 − ab)

“
− k

mi

”

Rearranging, 1 −
„

1 − k

mi

«ab

>

kab
mi

1 + kab
mi

− k
mi

>

kab
mi

1 + kab
mi

=
kab

mi + kab
(21)

Combining inequalities (20) and (21) into (19), we have

b
1
k >

1 −
“
1 − k

mi

”ab

1 −
“
1 − k

mq

”a >

kab
mi+kab

ka
mq

= b
mq

mi + kab

Rearranging, we have shown thus far that

mi + abk > mqb
1− 1

k .

For some constant d ≥ 1, if designers choose mi > abd,
then mi

k
d

> abk, thus
`
1 + k

d

´
mi > mi + abk. Therefore,

returning b = |S2|,

mi > mq
|S2|1− 1

k

1 + k
d

,

as desired.
Regarding asymptotic notation for the space comparison,

we claim that, ∀k ≥ 2, mi
mq

= Ω(
p|S2|), or formally, ∀k ≥ 2,

(∃c, n0 > 0)(∀|S2| ≥ n0)
mi

mq
≥ c
p

|S2|. (22)

Here we show only the base case k = 2—the full proof can
be found in Jeffrey’s thesis [14].

For k = 2 and any d ≥ 1, we have from Eq. (17),

mi

mq
>

|S2|1− 1
k

1 + k
d

=

p|S2|
1 + 2

d

which satisfies (22) for c = 1

1+ 2
d

and n0 > 0.

5. EMPIRICAL VALIDATION
In this section we empirically validate the probability

distributions derived in Section 3.2. Empirical rates of false
set-overlap are gathered for each of the three address-set
disambiguation methods, in four discrete Bloom filter con-
figurations. A simple experiment tests two disjoint address-
sets for overlap, using the three methods discussed: queue-
of-queries, and partitioned and unpartitioned Bloom filter
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Figure 3: Probability and empirical rate of false set-overlap on the y-axis as they vary with increasing Bloom filter length
on the x-axis (in log scale). Each plot represents a size k of the hash function tuple. The three curves plot the probabilistic
models of false set-overlap, and are overlaid by sample points of the experimentally measured rate.

intersection. Each method returns two possible outcomes:
either a false set-overlap, or disjoint sets. The experiment is
repeated over 106 trials, and the relative frequency of false
set-overlap is recorded as the empirical rate.

For a single experiment, two disjoint sets are generated,
S1 and S2, containing random unique 32-bit integers (ad-
dresses), using the C standard library rand function. For a
given bit-array length, m, and hash function tuple size, k,
partitioned and unpartitioned Bloom filters are constructed
for each of the sets, BFp(S1), BFp(S2), BFu(S1), BFu(S2).
Random hash functions are selected from the H3 family [4]
that approximately match the performance of ideal hash
functions, for a sufficiently-random address stream [24]. To
test the queue-of-queries outcome, each x ∈ S2 is tested
for membership in BFp(S1). If at least one query returns
true, the false set-overlap is recorded. Likewise, to test the
Bloom filter intersection outcome, we separately intersect
BFp(S1) ∩ BFp(S2) and BFu(S1) ∩ BFu(S2), and deter-
mine whether the remaining bits represent an empty set

as described in Section 3.1; otherwise a false set-overlap is
recorded.

Figure 3 visualizes the false set-overlap rate as a function
of Bloom filter length, m. The four plots differ only in
the size of the hash function tuple: k = 1, 2, 4, 8. The
cardinalities of the address sets were fixed to |S1| = |S2| = 64
unique elements5 for all trials. Each set of 106 trials is
represented by a point on the plot, having been assigned a
fixed filter length. Filter lengths are shown in a log scale on
the x-axis, and each length was sampled at a power-of-two to
effectively show the trend of this roughly exponential decay.

5Address set cardinality is certainly application-specific; a
number of earlier studies displayed average read set sizes
of 26 to 67 addresses [5, 6, 32, 33, 42], but as few as 2
addresses [18, 41] and as many as 2000 addresses [32, 42].
Write set sizes are typically smaller but still vary from 1
address [5, 17, 33, 41, 42] to over 1500 [32, 42]—we choose
64-element sets as a compromise within this large space.
Varying the set cardinalities will not change the general
trends observed in Figure 3.



The derived theoretical distributions underlay the empirical
sample points, visualizing the relationship between Bloom
filter length and false set-overlap probability. It is appar-
ent that the empirical sample points follow the theoretical
distributions, validating the accuracy of our work.

6. IMPLICATIONS
Figure 3 illustrates that varying k has a different effect

on each method of deciding set disjointness. For nontrivial
hash function tuples (i.e., k > 1), the queue-of-queries
method benefits from increasing k (up to a point), while
the probability distribution for unpartitioned Bloom filter
intersection only becomes worse. Upon close inspection of
the distribution for partitioned Bloom filters, increasing k is
beneficial only for filter lengths of at least 16kbits. These
three patterns can also be shown analytically, by minimizing
the probability distributions with respect to k. Due to
space constraints, the reader is directed to Broder and
Mitzenmacher [3] for an example of this process. Without
proof, the optimal number of hash functions for partitioned
intersection is k∗ = m

|S1||S2| ln 2, minimizing the false conflict

probability to 2−k∗
.

Implication 1. Issuing a series of Bloom filter member-
ship queries provides set disambiguation with significantly
lower space overhead than Bloom filter intersection, for
larger than one-tuple hash functions.

Implication 2. When intersection is unavoidable for de-
ciding pairwise set disjointness, partitioned intersection is
preferable to unpartitioned as it provides the same service,
with the same time-complexity, with lower (or equal) proba-
bility of false set-overlap.

Surprisingly, for a single hash function, k = 1, all three
methods share the same probability distribution (and em-
pirical sample points)—this can be verified by substitut-
ing k = 1 for the theorems of Section 3, and the PFSO
is 1 − (1 − 1

m
)|S1||S2|. Given this equivalence, a time-

complexity comparison would be helpful; unfortunately the
many hardware-dependent considerations make such a study
beyond the scope of this paper.

Implication 3. Remarkably, when restricted to encoding
addresses using a single hash function, Bloom filter querying
and intersection share equivalent probability of false set-
overlap.

7. CONCLUSION
Motivated by the recently-popular use of Bloom filters for

lazy address-set disambiguation, in this paper we introduced
and conclusively compared probabilistic models for the three
methods of using Bloom filters to decide set disjointness:
(i) queue-of-queries, and intersection of (ii) unpartitioned
and (iii) partitioned Bloom filters. We analytically and
graphically demonstrated that the intersection of parti-
tioned Bloom filters has more desirable probability of false
set-overlap than their unpartitioned counterparts. We also
demonstrated that partitioned intersection requires at least
a factor of the square root of set cardinality more bit-
array space than a queue-of-queries approach, to main-
tain the same probability of false set-overlap. Finally, we
observed that when designers are (unfortunately) required

to use a one-tuple hash function, the queue-of-queries and
intersection methods share identical probability of false set-
overlap; they should use the most time-efficient strategy in
such a case. The Bloom filter is indeed an excellent fit to
address-set disambiguation for parallelization systems and
tools, but this increasingly-common yet unconventional use
for deciding set-overlap demands more study. We provide
system designers with new insight in this area, easing Bloom
filter design space exploration.
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[28] A. Muzahid, D. Suárez, S. Qi, and J. Torrellas.
Sigrace: signature-based data race detection.
SIGARCH Comp. Arch. News, 37(3):337–348, 2009.

[29] O. Papapetrou, W. Siberski, and W. Nejdl.
Cardinality estimation and dynamic length adaptation
for Bloom filters. Distributed and Parallel Databases,
28:119–156, 2010.

[30] L. Peng, L. guo Xie, X. qiang Zhang, and X. yan Xie.
Conflict detection via adaptive signature for software
transactional memory. In International Conference on
Computer Engineering and Technology, 2010.

[31] G. Pokam, C. Pereira, K. Danne, R. Kassa, and A.-R.
Adl-Tabatabai. Architecting a chunk-based memory
race recorder in modern cmps. In International
Symposium on Microarchitecture, 2009.

[32] R. Quislant, E. Gutierrez, O. Plata, and E. L. Zapata.
Improving signatures by locality exploitation for
transactional memory. In Intl. Conference on Parallel
Architectures and Compilation Techniques, 2009.

[33] D. Sanchez, L. Yen, M. D. Hill, and K. Sankaralingam.
Implementing signatures for transactional memory. In
International Symposium on Microarchitecture, 2007.

[34] A. Shriraman, S. Dwarkadas, and M. L. Scott.
Flexible decoupled transactional memory support. In
Intl. Symposium on Computer Architecture, 2008.

[35] A. Shriraman, S. Dwarkadas, and M. L. Scott.
Implementation tradeoffs in the design of flexible
transactional memory support. J. Parallel Distrib.
Comput., 70, October 2010.

[36] M. F. Spear, M. M. Michael, and C. von Praun.
Ringstm: scalable transactions with a single atomic
instruction. In Symposium on Parallelism in
Algorithms and Architectures, 2008.

[37] J. G. Steffan and T. C. Mowry. The potential for
using thread-level data speculation to facilitate
automatic parallelization. In International Symposium
on High-Performance Computer Architecture, pages
2–13, 1998.

[38] J. Torrellas, L. Ceze, J. Tuck, C. Cascaval,
P. Montesinos, W. Ahn, and M. Prvulovic. The bulk
multicore architecture for improved programmability.
Commun. ACM, 52(12):58–65, 2009.

[39] M. Waliullah and P. Stenstrom. Efficient management
of speculative data in hardware transactional memory
systems. In International Conference on Embedded
Computer Systems: Architectures, Modeling, and
Simulation, 2008.

[40] S. Wang, D. Wu, Z. Pang, and X. Yang. Software
assisted transact cache to support efficient unbounded
transactional memory. In Intl. Conference on High
Performance Computing and Communications, 2008.

[41] L. Yen, J. Bobba, M. R. Marty, K. E. Moore,
H. Volos, M. D. Hill, M. M. Swift, and D. A. Wood.
Logtm-se: Decoupling hardware transactional memory
from caches. In International Symposium on High
Performance Computer Architecture, 2007.

[42] L. Yen, S. C. Draper, and M. D. Hill. Notary:
Hardware techniques to enhance signatures. In
International Symposium on Microarchitecture, 2008.

[43] P. Zhou, R. Teodorescu, and Y. Zhou. Hard:
Hardware-assisted lockset-based race detection. In
International Symposium on High Performance
Computer Architecture, pages 121–132, 2007.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize false
  /OPM 1
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth 8
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /FlateEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth 8
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /FlateEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 2.33333
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /PDFX1a:2003
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


