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NetThreads: Our Base System
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Experimental result: Synchronizing packet processing 
threads with fine/medium-grained global locks is overly-

conservative 80-90% of the time [ANCS'10]



  
13

Parallelizing Stateful Applications

Packet1   Packet2  Packet3   Packet4
Packets are data-

independent and are 
processed in parallel

Ideal scenario: Thread1  Thread2  Thread3  Thread4

T
IM

E
Programmers need 

to insert locks in case 
there is a dependence

Reality:
wait
wait
waitT

IM
E

x

T
IM

EData-independent 
packets are 

processed in parallel

Transactional memory



  
14

Synch. Unit

NetTM: extending NetThreads for TM
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Transactional Memory

NetTM and NetThreads available online

          :  netfpga+netthreads

martinL@eecg.utoronto.ca
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