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Abstract

This paper compares the performance of hierar-
chical ring- and mesh-connected wormhole routed
shared memory multiprocessor networks in a simu-
lation study. Hierarchical rings are interesting al-
ternatives to meshes since i) they can be clocked at
faster rates, ii) they can have wider data paths and
hence shorter message sizes, i1i) they allow addition
and removal of processing nodes at arbitrary locations,
iv) their topology allows natural exploitation in the
spatial locality of application memory access patterns,
and v} their topology allows efficient implementation
of broadcasts.

Our study shows that for workloads with little lo-
cality, meshes scale better than ring networks because
ring-based systems have limited bisection bandwidth.
However, for workloads with some memory access lo-
cality, hierarchical rings outperform meshes by 20-40%
for system sizes of up to 128 processors. Even with
poor access locality, hierarchical rings will outperform
meshes for these system sizes if the mesh router buffers
are only 1-flit large, and they will outperform meshes
e systems with less than 36 processors regardless of
mesh router buffer size.

1 Introduction

Rings and meshes are currently popular choices
for interconnection backplanes of large-scale shared
memory multiprocessors. A number of commer-
cial products use (or will use) these classes of net-
works [7, 9, 10], as do a number of experimental and
research systems [3, 6, 17, 18, 26]. At this time,
meshes seem to be the more popular choice, perhaps
because 1t is relatively easy to build systems using off-
the-shelf routers and processors and perhaps because
of their scalability characteristics. Nevertheless, uni-
directional ring-based multiprocessors are interesting
alternatives for a number of reasons. Their simple
node to ring interfaces allow rings to be clocked at
faster rates. Under identical pin constraints, rings can
have wider data paths and therefore shorter message
sizes. Moreover, rings allow easy addition and removal
of nodes at arbitrary locations. In many ways, a uni-
directional ring can be considered the simplest way to
connect multiple processing modules using point-to-
point interconnection.

Multiprocessors based on a single ring are limited
to a relatively small number of processors due to the
fixed bandwidth of rings independent of ring size. To
accommodate additional processors, 1t is necessary to
interconnect multiple rings. Here, we only consider
hierarchies of uni-directional rings. This topology can
exploit the spatial locality of memory accesses often
exhibited in parallel programs, which is critical to size
scalability. Moreover, it allows efficient implementa-
tion of broadcasts, useful for implementing cache co-
herence [13] and multicast protocols [6]. However, un-
like mesh networks, hierarchical ring networks have
a constant bisection bandwidth regardless of system
size. This limits the scalability of hierarchical ring-
based systems.

In this paper, we analyse and compare the perfor-
mance of hierarchical ring and mesh connected mul-
tiprocessor networks, using detailed flit-level simula-
tions. Our results show that for workloads with good
memory access locality, hierarchical rings outperform
meshes for system sizes of up to 128 processors by
20-40%. For workloads with little or no locality, hi-
erarchical rings also outperform meshes for these sys-
tem sizes if the buffers in the mesh routers are only
1-flit large. If the size of mesh buffers are 4-flits or
larger, then hierarchical rings perform better than
meshes only for small system sizes (by 10-30%); for
larger systems the performance of hierarchical rings is
severely constrained due to bisection bandwidth limi-
tations and meshes perform significantly better.

Although some previous work on the performance
of hierarchical ring networks [4, 13, 16, 20, 21] and on
mesh networks [1, 2, 8, 12, 23] has been published, we
are aware of only one study that compares the perfor-
mance of both types of networks [15]. That study uses
analytical models to conclude that three-level hierar-
chical systems perform somewhat better than mesh
systems.

The rest of the paper is organized as follows. Sec-
tion 2 describes our simulated system, including de-
tails of the network, the simulator and our benchmark
workloads. Hierarchical rings are evaluated in Sec-
tion 3. It is shown that the performance of large scale
hierarchical ring systems are bisection bandwidth lim-
ited. Section 4 evaluates the performance of meshes,
which 1s strongly affected by the size of the router
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Figure 1: A hierarchical ring system with two levels.

buffers. In Section 5, the performance of hierarchical
ring networks 1s compared with that of 2-dimensional
bi-directional mesh networks for different system sizes.
In Section 6, we consider a minor modification to the
hierarchical ring structure whereby the highest level
ring is clocked at twice the speed of other rings. This
type of modification is feasible, as it only affects a
small portion of the network, allowing the use of more
expensive technology in a critical part of the system
without affecting the overall system cost by much.
This modification allows us to build larger systems
with higher throughput. These systems generally give
better performance than equivalent mesh networks for
systems as large as 128 processors.

2 Simulated system

Figures 1 and 2 show shared memory multiproces-
sor systems containing P processing modules, in the
former case connected by a 2-level hierarchy of uni-
directional rings, and in the latter case connected by a
square 2D bi-directional mesh. Each processing mod-
ule (PM) contains a processor, a local cache and a
portion of the main memory. In the case of hierar-
chical rings, all processing modules are connected to
lowest level rings, which we also refer to as local rings.
A global ring connects several of these local rings. The
channel width (data path) of the ring is assumed to be
128 bits wide, based on the NUMAchine (a CC-NUMA
machine) design [6]. For a mesh connected system, a
number of variations on the basic topology shown are
possible. In our study, the connection between each
pair of adjacent nodes in a mesh is bi-directional (im-
plemented as two 32-bit wide uni-directional channels)
and there are no end-around connections. We choose
this topology because of its simple e-cube deterministic
deadlock free routing algorithm that does not require
virtual channels.

Both systems provide a flat, global (physical) ad-
dress space, and each PM 1s assigned a unique con-
tiguous portion of that address space, determined by
its location. All processors can transparently access
all memory locations in the system. The target mem-
ory is determined by the address of the memory being
accessed. Local memory accesses do not involve the
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Figure 2: A 2D mesh system with 9 processors.

network. Remote memory accesses require a request
packet to be sent to the target memory, followed by
a response packet from the target memory to the re-
questing processor.

Packets sent are of variable size! and are transferred
in flits,? bit-parallel, along a unique path through
the network. The switching technique used deter-
mines how packets are forwarded through the network.
We assume wormbhole switching in our study, where a
packet is sent as a contiguous sequence of flits with the
header flit containing the routing and sequencing in-
formation [11]. The head flit of a packet acquires net-
work resources (links and buffer slots) as it proceeds
through the network, while the tail flit then frees them.
Since only the head flit of a packet contains routing
information, it is essential that the flits of a packet not
be interleaved with the flits of other packets. When a
packet cannot move forward because the next link is
busy, it is blocked in place and a flow-control signal
is back propagated to the previous node to prevent
further transmission over the incoming link. Thus,
wormhole switching may stall packets across multiple
links if the buffers in the network nodes are smaller
than the size of a packet.

2.1 Hierarchical ring system description

For a hierarchical ring, there are two types of net-
work nodes: Network Interface Controllers (NIC) con-
nect processing modules (PM) to local rings, and
Inter-Ring Interfaces (IRI) connect two rings of adja-
cent levels. The NIC examines the header of a packet
and switches 1) incoming packets from the ring to a
PM, 2) outgoing packets from the PM to the ring,
and 3) continuing packets from the input link to the
output link. The IRI controls the traffic between two
rings and is modelled as a 2 x 2 crossbar switch.

Possible implementations of the network nodes are
depicted in Figures 3 and 4. The NIC has a FIFO
ring buffer to temporarily store transit packets arriv-
ing from the network not destined to the local PM

1Four main packet types are simulated, namely read request,
read response, write request and write response.

2No distinction is made between a phit (physical transfer
unit) and a flit in our study.



Input Ring Buffer Output

Input Output
Request Request
and and
Response Response
Buffers Buffers

| Processing Module |

Figure 3: Ring Network Interface (NIC).

Input Upper Ring Buffer Output
Link — 1T+ Link
Down Up
Buffer Buffer
Link Lower Ring Buffer Link
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when the output link is currently transmitting another
packet from the local PM. If the ring buffer 1s empty
and no packet is currently being transmitted, then an
incoming transit packet will be forwarded to the out-
put link directly, bypassing the ring buffer. The NIC
also has a FIFO input buffer for storing packets des-
tined for the local PM and a FIFO output buffer for
storing packets originating from the PM destined for
nodes elsewhere in the network. Both of these are
split into request and response queues. For best per-
formance, priority for transmission to the next node
is given to ring packets either waiting in the bypass
buffer or having just arrived from the previous node.
Otherwise, if there are packets in one of the output
queues then priority is given to response packets over
request packets.

The IRI has two ring buffers, one for the lower ring
and one for the upper ring. It also has a down buffer
and an up buffer. The down buffer stores packets ar-
riving from the upper ring destined for the lower ring,
while the up buffer stores packets arriving from the
lower ring destined for the upper ring. The down
and up buffers are also split into request and response
queues. Switching takes place independently at the
lower and upper ring sides. Priority is given to pack-
ets that do not change rings. Arriving transit packets
block and are placed in the ring buffer if the output
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Figure 5: Mesh Network Interface Controller.

link 1s in the process of transmitting a packet from the
up or down queue or when packets are already waiting
in the ring buffer.

Both the NIC and IRI have flow control units (not
shown in the figures) which are used to signal up-
stream neighbors when to stop sending packets. Each
buffer in the NIC and IRI is large enough to accommo-
date exactly one packet containing a cache line. We
assume all communication occurs synchronously; that
1s, within a clock cycle, each NIC can transfer one
flit to the next adjacent node (if the link is not being
blocked), and receive a flit from the previous node it
connects to. An IRI, in one clock cycle, can transmit
and receive a flit on each ring (if there is no blocking).
The routing delay through the NIC and the IRI is as-
sumed to be one network cycle, based again on the
NUMAchine implementation [6].3

2.2 Mesh system description

In a mesh connected system, there is only one type
of network node, namely the mesh Network Interface
Controller (NIC), to connect processing modules to
the mesh. A NIC for a bi-directional mesh is schemati-
cally shown in Figure 5. It provides the basic switching
function from router inputs to outputs. The mesh NIC
is modelled as a 5 x 5 crossbar with four input/output
links from and to its four direct neighbors and one in-
put/output link from and to the local PM. The input
links have FIFO buffers to store flits that are blocked
in the network.

The NIC performs basic wormhole routing and flow
control functions. It examines the header flit of a
packet to determine which output link the packet
should be forwarded to. The NIC also does proper
arbitration if there are competing requests for an out-
put link. We assume that arbitration is round-robin.
If a requested output link is not available, then the re-
questing flit 1s blocked and stored in the corresponding
input buffer(s).

3The NUMAchine system implements slotted ring switching
and not wormhole switching.



Cache NIC memory
Channel line requirements
width size cl 4-flit | T-flit
16B 32B - -
Rings 128b 32B 8B - -
64B 30B - -
128B | 144B - -
16B | 128B | 64B | 16B
Meshes 32b 32B | 192B | 64B | 16B

648 320B | 64B | 16B
128B | 576B | 64B | 16B

Table 1: A comparison of memory requirements for
ring and mesh NIC buffers of different sizes.

Under the assumption of constant pin constraints,
a 128-bit wide channel for rings with one input and
one output connection per ring NIC translates approx-
imately into a 32-bit wide channel for meshes with four
input and four output connections per mesh NIC. It is
assumed that our mesh NIC can connect all inputs to
outputs in a single clock cycle. Once a switch connec-
tion between an input and output link is established,
it 1s broken only after the last flit of a packet has been
transferred.

We consider mesh NICs with buffers of size 1, 4,
and ¢l flits, where ¢l is equal to the number required
to hold a cache line with a header. In our study, ¢l will
be either 8, 12, 20 or 36 flits to hold a cache line of size
16, 32, 64 or 128 bytes, respectively (assuming 4 flit
headers). In contrast, for hierarchical rings, we always
assume cl-sized ring buffers, where ¢l will be either 2,
3, 5 or 9 flits (assuming 1 flit headers) to hold a cache
line of size 16, 32, 64 or 128 bytes, respectively. Since,
there 1s only one ring buffer in a ring NIC as opposed
to four of them mesh NICs, this assumption is jus-
tifiable when one considers the memory requirements
shown in Table 1.

2.3 Simulator

The simulator we use reflects the behavior of the
system at the register-transfer level on a cycle-by-cycle
basis. It was implemented using the smpl simulation
library [19]. The batch means method of output anal-
ysis was used, with the first batch discarded to ac-
count for initialization bias. A hierarchical ring base
simulator was validated against measurements taken
from the Hector prototype, a hierarchical slotted ring
architecture [16, 26]. The base simulator was then
extended to model other switching techniques, such
as wormhole routing. For 2D meshes, the processor
and memory modules are essentially the same as in
the ring simulator with new NIC modules that incor-
porates switching, routing and flow control in meshes.

Our primary measure of performance is the aver-
age round-trip access latency, defined as the time from
when a request is first issued until the corresponding
response 1s received, measured in network clock cy-
cles. We also consider network utilization measured
in percent of maximum network utilization. We as-
sume the network clock cycle is the same as the PM

Number of Cache Line Size
Processors 16B 328 64B 128B
4 4 4 4 4
6 6 6 6 2:3
8 8 8 2:4 2:4
12 12 2:6 2:6 3:4
18 2:9 3:6 3:6 3:2:3
24 2:12 3:8 2:2:6 2:3:4
36 3:12 2:3:6 2:3:6 3:3:4
54 2:3:9 3:3:6 3:3:6 | 3:3:2:3
72 2:3:12 3:3:8 2:2:3.6 | 2:3:34
108 3:3:12 | 2:3:3:6 | 2:3:3:6 | 3:3:3:4

Table 2: Optimal hierarchical ring topology for given
number of processors and cache line sizes for workloads

with R=1.0 and C=0.04

clock cycle,* with the exception of hierarchical rings
where 1n some cases (that will be pointed out) the
global ring is clocked at a higher speed than the PM
clock.

2.4 Benchmark description

We use synthetic micro-benchmarks to drive our
simulator in order to accurately evaluate the perfor-
mance of both mesh and ring interconnection networks
under controlled conditions. A series of memory refer-
ences (i.e. cache misses) is generated at each processor
by a Multiprocessor Memory Reference Pattern (M-
MRP) address generator similar to the one developed
by Saavedra to measure the performance of real sys-
tems [22]. More formally, an M-MRP is a set of P
uniprocessor memory reference patterns, one for each
processor, each accessing its own region of the mem-
ory address space. The access regions of the processors
typically overlap.

An M-MRP in our simulation is characterized by
the following three attributes: 1) the size of the mem-
ory region, R, accessed by each processor, 2) the cache
miss rate, C, of each processor, and 3) the number
of outstanding access transactions, 7', a processor is
allowed before it blocks. By varying each of these at-
tributes, we can exercise the interconnect in a specific
and predictable way and measure how the network re-
sponds under controlled conditions.

Parameter R € (0, 1), the size of the memory access
region, allows us to control different degrees of locality
and thus the sharing between processors. If P repre-
sents the number of processors in the system, then a
processor accesses memory in the [R-P — 1] “closest”
PMs, as well as locally. “Closest” is interpreted differ-
ently for hierarchical rings and meshes. For rings it is
assumed that the processors are logically arranged in
a sequence (by projecting them on to a line), and the
memory is accessed in the [R(-P—1)/2] PMs on either
side of the accessing PM, as well as locally. This corre-
sponds to accessing a contiguous memory region cen-
tered at the local PM. For meshes, the closest PMs are
determined by the number of hops required to reach

4In our NUMAchine prototype, the network and PMs oper-
ate at 50 MHz cycles.
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Figure 6: Latency for single rings with different cache line sizes.

them. This corresponds to accessing a non-contiguous
memory region. In either case we assume that the
sequence of memory references in a given memory re-
gion is uniformly distributed and independent across
the region.

A processor 1s allowed to have T outstanding re-
quests before it 1s required to block for a reply. This
parameter is used to model processors with prefetch-
ing and/or multi-threading [14]. We assume that the
rate at which requests are generated is independent of
the number of outstanding requests, which mimics the
behavior of multiple context processors.

The offered load is controlled by parameter C', the
cache miss rate, and is assumed to be 0.04 (or 25 cycles
between cache misses) for all our simulations. This
rate is at the higher end of the predicted cache miss
ratios of real applications [5, 25]. We assume the prob-
ability that the cache miss is a read as 0.7 throughout
this study.

3 Hierarchical rings

In this section we analyse the performance of hier-
archical ring networks. The topology of a hierarchical
ring system greatly affects its performance. In our
study, we use the topology that performs best for ap-
plications with relatively poor memory access behav-
ior, i.e. no locality and high cache miss rates (R = 1.0,
C' = 0.04, T = 4). This topology is dependent on the
cache line size. Table 2 depicts the best topology for
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Figure 7: Latency for 2-level ring hierarchies.

the given number of processors and cache line size.
The notation “2:3:4” refers to a 3-level hierarchy with
1 global ring, 2 intermediate rings, 3 local rings per
intermediate ring, and 4 PMs per local ring.

Figures 6-11 show how we arrived at these topolo-
gies. The performance of single ring systems is de-
picted in Figure 6 for cache line sizes of 16, 32, 64 and
128 bytes, respectively. We present latency curves for
PMs supporting 1, 2 and 4 outstanding transactions
(T). The results show that single ring systems with
16, 32, 64 and 128 bytes cache line sizes can conserva-
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Figure 9: Latency for 3-level ring hierarchies.

tively sustain 12, 8, 6 and 4 nodes, respectively, with
almost no performance degradation.

Figure 7 depicts the performance of systems with
two levels of rings, given the same workload with
T = 4. A second level, global ring ring connects local
rings, each containing the maximum number of PMs
as determined above for the single ring case. The la-
tency curves for values of 7" less than 4 show the same
trends and are not shown. There are two places where
there is an increase in the slope of the latency curve
for a given cache line size. The first increase occurs
when the size forces us to connect two local rings to
a second level global ring, causing an increase in the
round trip distance. This happens at 12, 8, 6, and 4
processors for cache line sizes 16, 32, 64 and 128 bytes,
respectively.

The second increase occurs after we connect three
local rings to the global ring which happens at 36,
24, 18 and 12 processors for cache line sizes 16, 32,
64 and 128 bytes, respectively. This second increase
is primarily due to bisection bandwidth limitations,
as can be seen in Figure 8 which depicts utilization
of local and global rings. The global ring utilization
almost reaches its full capacity when we connect 3 lo-
cal rings, and any attempt to connect additional local
rings saturates the global ring. The local rings uti-
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Figure 10: Global ring utilization for 3-level ring hier-
archies.

lization decreases as we connect more local rings to
the global ring. This clearly shows that the system
performance is bisection bandwidth limited. We con-
clude that up to three local rings can be sustained in
a two level ring hierarchy and, more importantly, is
independent of the cache line size.

For 3-level rings, we assume that a global ring con-
nects a number of second level rings, each 1n a max-
imum configuration as determined above. Figure 9
shows the average latency as a function of the number
of nodes for T' = 4 and different cache line sizes. Sim-
ilar to the two level system, there is an increase in the
slope of the latency curve as we increase the system
size to require a third level ring. A second increase
occurs when we try to accommodate more than three
second-level rings. This behavior is again independent
of the cache line size. We conclude, we can reasonably
support 108, 72, 54 and 36 nodes in a system with 3
levels of hierarchy and cache line sizes of 16, 32, 64
and 128 bytes, respectively.

Figure 10 shows the utilization of the global rings
for T" = 4 and different cache line sizes. The global
ring saturates once we connect more than 3 2-level
rings to the global ring, reinforcing the bisection band-
width constraints of hierarchical rings.
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Figure 11 shows the benefit of having hierarchies
in ring-based systems for two different workloads: the
first with no memory locality (R = 1.0, ¢ = 0.04,
T = 2) and the second has some (R = 0.2, C' = 0.04,
T = 2). Tt is evident that each additional level in
the hierarchy shifts the latency curve further to the
right, thereby allowing a larger number of nodes to be
accommodated. For the workload with locality, we see
that the benefit of having a hierarchy is significant.

In our further study of rings we limit ourselves to
three levels of hierarchy.

4 Mesh networks performance

In this section, we evaluate the performance of
mesh networks. As described in Section 2, we assume
square, 2-dimensional bi-directional wormhole routed
meshes with no end-around connection and simple, de-
terministic e-cube routing. We are brief in our pre-
sentation, since our results are compatible with those
obtained by other researchers [1, 2, 8].

Figure 12 presents latency curves for the access pat-
tern with R = 1.0, C' = 0.04, and 7" = 4, assuming
buffers sizes of 1, 4 or ¢l flits, where ¢l is the size re-
quired to accommodate a packet containing a cache
line. One significant observation from the figure is
that the increase in latency as a function of the num-
ber of nodes is more moderate than that obtained with
hierarchical ring networks. As we increase the size of a
mesh network, both the aggregate network bandwidth
and the bisection bandwidth scales; whereas in ring
networks the bisection bandwidth remained constant
even though the aggregate local ring bandwidth in-
creased. In mesh systems with cache line sized buffers,
the latency increases by only a factor of between 5 and
7 (depending on cache line size) when the size of the
system is scaled by a factor of 30 from 4 to 121 proces-
sors. For systems with 4-flit buffers, latency increases
by a factor of between 6 and 8 for the same increase in
system size, and for systems with 1-flit buffers there
1s a factor of 9 to 12 increase in latency.

As is evident from Figure 12, the performance im-
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Figure 13: Network util. for meshes with 4-flit buffers.
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Figure 14: Comparing the latency of meshes with 4-flit buffers and rings for different cache lines.

pact of buffer sizes on mesh networks is quiet apprecia-
ble. A 64 processor system with 128 byte cache lines
will exhibit 3 times higher latency with 1-flit buffers
and 1.3 times higher latency with 4-flit buffers when
compared to that of clsized buffers. However, the
memory requirements for cache line sized buffers are
144 times higher than that for 1-flit buffers (with a
128-byte cache line size), whereas the memory require-
ments for 4-flit buffers are only 16 times higher than
that for 1-flit buffers for the same cache line size. In
other words, for a system with 128 byte cache lines
and 64 processors there is only a 25% decrease in la-
tency when we go from 4-flit buffers to cache line sized
buffers, but there is a 9 times increase in the total on-
chip memory requirements.

Figure 13 presents the network utilization curves
for a system with 4-flit buffers. The network utiliza-
tion reaches a peak relatively early and begins to de-
crease monotonically thereafter as the system becomes
larger. Peak network utilization occurs at 16, 9, 9 and
4 nodes when the cache line size is 16, 32, 64 and
128 bytes, respectively. The utilization drops to less
than 20% for 121 processor systems regardless of the
cache line sizes considered. The network utilization is
lower for larger systems because the average distance
a packet must travel increases, with an attendant in-
crease in the probability of blocking (confirmed by the
increase in the average NIC delay of a packet).

5 Comparative performance of rings

and meshes

In this section, we compare the performance of hier-
archical rings and meshes, both for the workload with
no locality we have been considering so far (R = 1.0,
C' =0.04, T = 4) and also for a workload with a higher
degree of locality (R < 0.3, C' = 0.04, T'=4). In our
comparison, we generally try to be falr although we
slightly favor meshes. For example, our memory ac-
cess locality model favors meshes, as it minimizes the
number of hops in meshes, but not so for ring-based
systems. We assume the rings are wormhole routed,
even though slotted rings tend to perform somewhat
better [21]. Also, we assume the same routing speed
for both mesh and ring NICs, although routing in rings
is simpler due to fewer number of connections and can
generally be done faster. When considering on-chip
memory requirements for buffers, assuming cache line
sized buffers for meshes favors meshes; while assuming
1-flit buffers for meshes favors hierarchical rings.

5.1 Access patterns with no memory lo-
cality

Figure 14 compares the latency of rings and meshes.

In these experiments, the mesh NICs all have 4-flit

buffers. Each figure represents a different cache line

size® Generally, rings perform better than meshes

5We use log-log graphs here, since most of the cross-over
points are before 36 processors.
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Figure 15: Comparing the latency of meshes with cl-
sized buffers and rings for 128B cache lines.

when connecting a small number of nodes, but meshes
perform better in systems with a larger number of
nodes. We define the cross-over point as the number
of nodes where the switch over occurs. The results
show that the cross-over point depends on the cache
line size; the larger the cache line size, the higher it
i1s. The cross-over points are 16, 25, 27 and 36 nodes
for 16, 32, 64 and 128 bytes cache line systems, re-
spectively. With larger cache lines, the relative length
of a worm in a mesh network is higher than in a ring
network when compared to smaller cache lines, so the
probability of blocking increases. The cross-over point
is pretty much independent of the number of outstand-
ing transactions (with the exception of 7' = 1 where
the cross-over point is higher). However, the relative
difference in performance between the two network
types becomes larger with larger values of T

For meshes with cache line sized buffers, the cross-
over points are lower, lying between 16-30 nodes de-
pending on the value of T. This is shown in Figure 15
for a cache line size of 128 bytes. Systems with other
cache line sizes have the same cross-over points (not
shown), because there is zero probability that a worm
will stall more than one link.

For meshes with 1-flit buffers, then rings outper-
form meshes for all cache line sizes: the cross-over
point lies above 121 nodes for all cache line sizes con-
sidered. The mesh performs poorer than hierarchical
rings, even for 16 byte cache line sizes (not shown), pri-
marily because of the increased probability of worms
blocking over multiple links. Figure 16 shows these
curves for a 128 byte cache line size system.

5.2 Access patterns with locality

In this section we consider memory access patterns
with higher degrees of locality. Figure 17 compares the
latency of rings and meshes for 16, 32, 64 and 128 byte
cache line systems with 4-flit mesh buffers and 7' = 4.
Latency curves are shown for three different values of
R, namely 0.1, 0.2, and 0.3. The results show that
even with moderate locality (i.e. R = 0.3), rings out-
perform meshes for systems with up to 121 processors.
This is true for all cache line systems considered with
the exception of 16 byte cache line systems, where the
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Figure 16: Comparing the latency of meshes with 1-flit
buffers and rings for 128B cache lines.

performance of rings and meshes are similar.

For 32 byte cache line systems, rings perform on
average 20% better than meshes for access patterns
with R = 0.3 or less. For 64 and 128 byte cache line
systems, rings perform on average 30% better than
meshes. Interestingly, the difference in performance
is larger for R = 0.2 than for B = 0.1. This is be-
cause in meshes, most of the target PMs are direct
neighbors when R = 0.1, while with B = 0.2 larger
distances must be traversed with increased attendant
contention.

The above discussion assumed 4-flit buffers. For cl-
sized mesh buffers, increased locality has the effect of
increasing the cross-over point, as shown in Figure 18
for 128 byte cache line systems. For R = 0.3 or less,
the cross-over point is 45 processors or more. This
shows that even with clsized mesh buffers, meshes
perform worse than rings for small and medium scale
systems for workloads with moderate to good locality.

6 Increasing the bisection bandwidth
of rings

The performance and scalability of hierarchical
rings are clearly limited by their constant bisection
bandwidth. In this section, we show that by increas-
ing the bandwidth of the global ring (and thus the bi-
section bandwidth), we can connect additional lower
level rings to the global ring without worsening the
average memory access latency. Targeting just the
global ring is effective, because the utilization of the
lower level rings is low, especially when the global ring
is saturated.

The bandwidth of the global ring can be increased
either by increasing the width of the ring or the speed
of the ring. Moreover, using faster and more expen-
sive technology is viable in this case, since it does not
affect the total cost of the system by much with the
global ring constituting a small portion of the system.
For example, the global ring of the NUMA chine multi-
processor will be implemented using free-space optical
technology [24], which will give us an aggregate global
ring bandwidth of 1 Tb per second.

Here, we explore the option of clocking the global
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Figure 17: Comparing the latency of meshes with 4-flit buffers and rings for different values of R and cache line
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ring at a speed higher than that of the local and inter-
mediate rings. Figure 19 presents latency as a function
of the number of nodes for a 3-level hierarchical ring
system with the global ring being clocked at twice the
speed of the local and intermediate rings. To allow
easy comparison, the figure also depicts the latencies
of the corresponding systems with the global ring run-
ning at normal speed. The curves are presented for
32, 64 and 128 byte cache line systems for a value of
R =10, C = 0.04, and T' = 4. The results show
that a third level global ring can then sustain up to 5
second-level rings, as compared to 3 second-level rings
when global rings run at normal speed. Five and not
six second-level rings can be sustained, because the
amount of traffic a second level ring routes through
the global ring increases with the number of second-
level rings in our memory access model. A system with
5 second-level rings has 180, 120, 90 and 60 processors
when the cache line sizes are 16, 32, 64 and 128 bytes
respectively; this compares to 108, 72, 54 and 36 pro-
cessors for a system with normal speed global rings.
From Figure 20, it is evident that the utilization of the
double speed global rings increases more slowly and
in a more linear fashion than of normal speed global
rings.

Figure 21 compares the latencies of meshes and hi-
erarchical rings with the global ring running at twice
the normal speed for a workload with no memory lo-

cality (i.e. R = 1.0, C = 0.04, T = 4). The fig-
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Figure 18: Comparing the latency of meshes with ¢l-
sized buffers and rings for 128B cache lines.

ure shows the latency curves for 32, 64 and 128 byte
cache line systems and 7" = 4. Hierarchical rings with
128 byte cache line sizes perform 10-20% better than
meshes for systems of these sizes. However, for 32 and
64 byte cache line systems there is no relative improve-
ment in ring-based systems; the cross-over points are
largely the same as with normal speed global rings,
because the cross-over points occur before there is a
need for a third level global ring. Hence, clocking the
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global ring at twice the speed has no effect.

We conclude that by doubling the speed of the
global ring, hierarchical ring systems can be made to
scale to reasonably large system sizes and they per-
form better than meshes for large cache line sizes, even
for workloads that exhibit no locality.

7 Conclusion

Our simulation study has shown that:

e meshes have superior scaling characteristics relative
to hierarchical rings.

e hierarchical rings perform significantly better than
meshes for system sizes up to 121 processors if the
workload exhibits moderate to high memory access
locality.

Even if there is no memory locality:

e hierarchical ring systems perform better than meshes
for systems with large cache lines either if the system
i1s small, or if the global ring has double the normal
bandwidth.

We conclude that hierarchical ring systems are an
attractive alternative to meshes, especially for system
sizes of 128 processors or less, sizes that correspond to
those system that are expected to make up the vast
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Figure 21: Comparing the latency of meshes with 4-flit
buffers and 3-level ring hierarchies with double speed
global rings.

majority of the shared-memory multiprocessor mar-
ket.
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