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Application performance onmodern processors has become increasingly dictated by the use of

on-chip structures, such as caches and look-aside buffers. The hierarchical (multi-leveled) design

of processor structures, the ubiquity of multicore processor architectures, as well as the increasing

relative cost of accessingmemory have all contributed to this condition. Our thesis is that operating

systems should provide services and mechanisms for applications to more efficiently utilize on-

chip processor structures. As such, this dissertation demonstrates how the operating system can

improve processor efficiency of applications through specific techniques.

Two operating system services are investigated: (1) improving secondary and last-level cache

utilization through a run-time cache filtering technique, and (2) improving the processor efficiency

of system intensive applications through a new exception-less system call mechanism. With the

first mechanism, we introduce the concept of a software pollute buffer and show that it can be

used effectively at run-time, with assistance from commodity hardware performance counters, to

reduce pollution of secondary on-chip caches.

In the second mechanism, we are able to decouple application and operating system execu-

tion, showing the benefits of the reduced interference in various processor components such as

the first level instruction and data caches, second level caches and branch predictor. We show

that exception-less system calls are particularly effective on modern multicore processors. We ex-

plore two ways for applications to use exception-less system calls. The first way, which is com-

pletely transparent to the application, uses multi-threading to hide asynchronous communication

between the operating system kernel and the application. In the second way, we propose that

applications can directly use the exception-less system call interface by designing programs that

follow an event-driven architecture.
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Chapter 1

Introduction and Motivation

Computer systems, largely fueled by exponential increases in computing performance, has and
continues to change our society in profound ways. Increasingly, we rely on computing as a funda-
mental infrastructure – as fundamental as electricity became with the Industrial Revolution. The
speed and ubiquity of computing infrastructure has enabled a previously unimaginable number
of uses for computers and processors. We believe that the ability to offer faster computing, at lower
costs, directly and indirectly benefits our society and most sectors of the economy.

A key component contributing to the improvements in computing performance is the computer
processor. The ability to shrink transistor feature sizes over decades has allowed computer proces-
sors to offer drastic performance improvements. These improvements stem from both an increase
in the number of available transistors in an integrated processor, which has enabled the construc-
tion of more complex logic to support computation (e.g., superscalar and out-of-order execution),
as well as an increase in the switching speed of transistors, which has allowed circuits to be clocked
at higher frequencies.

At this point in history, the growth of single processor performance is decreasing, and is not
expected to improve in next few decades [80]. Processors have reached physical and engineering
limits that have prevented the same speed increases of previous decades. These limits stem from
heat and thermal issues that limit improvements in transistor switching speed, as well as digital
logic design and automation thatmake it cost ineffective to architect and produce single processors
that integrate several billion transistors.

Given these technological trends, chip manufactures have been forced to redesign and re-en-
gineer processing chips so that they continue to provide significant performance improvements
from one generation to the next. The main strategy used by mainstream chip manufactures has
been to adopt multicores, where the abundance of transistors available on a single chip are used
to implement multiple independent processors.

Another principal component of modern computers, main memory, has also evolved signifi-
cantly over the past few decades. In particular, as a response to the constant demand for larger
memory sizes, the DRAM industry has focused on increasing the density of memory devices and
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reducing the cost per bit. The exponential growth in memory capacities has had an enormous im-
pact in the applicability of computers to new domains— allowing the deployment of an increasing
class of computations and applications.

Partly because of the focus on capacity and price, the speed of memory has not increased at
the same pace as that of processors. In fact, while accessing a word of memory took roughly the
same amount of time as executing an arithmetic operation in the early 1980s, today it is possible to
execute several hundred arithmetic operations in the time span of a memory access. This memory
performance gap is the main reason on-chip processor caches have been incorporated into every
mainstream processor, with the goal of reducing the average latency to memory.

The rise of multicore processors and the memory performance gap has meant that communica-
tion, whether between processor andmemory or betweenmultiple processors, has played a central
role in the performance of computers. In the context of modern processors which rely heavily on
hierarchical multi-leveled caches, aggressive prefetchers, and coherency between multiple cores,
communication occurs mostly implicitly when programs simply access data.

In order to improve performance impacted by long communication latencies, several techniques
have been proposed and studied, particularly promoting the “principle of locality” [60, 61, 62].
To date, the majority of these techniques have centered around optimizations in the underlying
hardware, as well as improving the quality of machine code either through manual or compiler-
based optimizations. While these techniques have been successful in improving the performance
of applications by reducing communication or hiding communication overheads, there are still
workloads that do not make optimal use of on-chip structures and consequently are negatively
impacted by communication latencies.

In this dissertation, we contend that the operating system can play a unique role in improving
the performance of applications. We focus on processor state pollution that occurs when items of a
processor component (such as cache lines or TLB entries) that are to be accessed in the near future
are displaced by items that are not re-accessed. As a consequence, displaced items must be re-
fetched when subsequently accessed, increasing the amount of implicit communication which can
negatively impact performance and execution efficiency.

Specifically, we explore addressing two types of execution interference that result in processor
state pollution using operating system level techniques. The first interference we address is intra-
application interference of secondary caches (i.e., the large caches above the first level of cache).
We observe that in applications that make poor use of the processor’s secondary caches, there are
regions of the address space, typically larger than a page in length, that uniformly exhibit little
or no reuse. During run-time, the data of these regions are placed in the cache when accessed,
potentially evicting the othermore useful data items. Eliminating the intra-application interference
in secondary caches improves performance by allowing reusable data items to be fetched from the
cache hierarchy more often, thus reducing the average cost of accessing memory.

The second type of interference we explore is the one between the application and the operat-
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ing system kernel. We find that when applications make heavy use of operating system services,
as is often the case with server-type applications, there is fine-grain multiplexing of application
and operating system execution. We show that the fine grain multiplexing of these two execution
modes does not produce localized accesses to processor structures as the differing working sets
compete for space in processor structures.

1.1 Thesis

Our thesis is that operating systems should provide services andmechanisms to allow applications
to more efficiently utilize on-chip processor structures. To this end, this dissertation introduces
and explores two novel techniques that improve application performance by eliminating processor
state pollution. First, we describe an operating system cache filtering mechanism, implemented in
software with the assistance of hardware performance counters, with the goal of improving the
effectiveness of secondary on-chip caches.

Second, we describe a new operating system mechanism, called exception-less system call, that
improves locality of execution of operating system intensiveworkloads. Exception-less system calls
allow execution of applications to be decoupled from operating system execution; this decoupling
is exploited to schedule execution such that interference between application and operating system
is reduced. In addition, this mechanism enables innovative execution on multicores that makes
more efficient use of per-core on-chip structures by allowing cores to be dynamically specialized
with operating system or application execution.

Traditionally, the responsibilities for optimizing use of on-chip components such as caches and
communication buses have fallen to the hardware itself, manual machine code transformations,
or compiler based optimizations. However, in this thesis we argue that the operating system is
uniquely placed in the compute stack and should be a natural layer for implementing certainmech-
anisms, such as those that reduce processor state pollution. In particular, we argue that there are
mechanisms that are not amenable to being implemented in hardware or through machine code
transformations, and are only suitable to be deployed within the run-time and operating system1.
The characteristics unique to operating systems which are explored in this dissertation are:

1. Ability to monitor and react to run-time execution. While some locality optimizations can be
deployed statically, and can therefore be introduced manually in the program or through a
compiler transformation, other optimizations must respond to run-time behavior or execu-
tion platform. Reasons for this include: differences in workload inputs often result in differ-
ent execution behavior; the variety of cache sizes and geometries of different machines ac-

1Throughout this dissertation, we refer to the run-time environment and libraries and the operating system kernel
as a single layer in the software stack, namely, the operating system layer. Even though it may be that run-time libraries
execute in user-mode and the operating systemkernel executes in a privileged, kernel-mode, both components constitute
essential parts of modern operating systems.
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commodate different working set sizes; differences in latencies may result in executions that
exhibit distinct performance bottlenecks; concurrently running applications can also make
a significant impact in the availability of resources such as on-chip and off-chip buses and
shared on-chip caches.

At the operating system level, it is possible to monitor and track different run-time charac-
teristics of programs. In fact, it already does so in certain cases such as page-level access pat-
tern for virtual memory and software TLB management, as well as file-system prefetching.
Therefore, extending the existing operating system infrastructure to monitor more features
of applications should pose a relatively low barrier towards adoption.

2. Less complex, and cheaper, than hardware to deploy and modify. Unfortunately, designing
and verifying new extensions to general purpose processors is still both economically expen-
sive and implies a high turn-around time. This requires companies to focus on features that
are considered economically beneficial, primarily for common usage, which in turn limits
the types of enhancements that are adopted.

Operating systems, and software in general, have lower costs associated with development,
and most importantly lower turn-around times. This makes it viable to incorporate special-
ized optimizations in the operating system thatmay benefit a smaller fraction of applications.

Finally, certain optimizations are prohibitively expensive in terms of storage requirements
to be implemented completely in hardware. For example, if an optimization must collect
over several megabytes of run-time information, then dedicating hardware for such an op-
timization may be prohibitively expensive. At the operating system level, however, because
metadata can be maintained in main memory, dedicating megabytes of memory to an op-
timization is a manageable cost since it represents a small fraction of overall main memory
capacity.

3. Access to both the semantics of software and low-level hardware information. Due to the
fundamental responsibility of an operating system, namely to interface applications with
the underlying hardware, the operating system has the ability to monitor both application
execution and, through hardware performance counters, the effect execution has on most
processor components.

For example, abstractions such as application data structure, function call stack, virtual ad-
dress space, threading, shared memory and inter-process communication are accessible in
the operating system; at the processor level, however, inferring this type of information is
difficult and potentially expensive. This semantic gap that exists between application and
processor means that some optimizations are intractable to implement at the hardware level.
We believe that the run-time and operating system layer is the most adequate layer of the
computer stack to fill the software-hardware semantic gap.



Chapter 1. Introduction and Motivation 5

1.2 Dissertation Outline

In Chapter 2 we provide a brief summary of trends in the evolution of computer systems, focusing
on aspects that relate to and further motivate the work described in this dissertation. Our soft-
ware pollute buffer technique is presented in Chapter 3. The exception-less system call mechanism is
presented in Chapter 4, along with experiments that show how the interrupt-based system call
mechanism that is widely used today has a negative impact on processor structures. In the follow-
ing two chapters, Chapter 5 and 6, we explore two ways of using exception-less system calls. First,
we describe a threading based solution, that requires no changes to existing multi-threaded pro-
grams. Secondly, we explore programs that directly interface with exception-less system calls with
an event-driven programming library to assist programmers. Chapter 7 concludes the dissertation,
discussing some of lessons we learned and future research directions.

In the remainder of this chapter, we provide a brief overview of the techniques described in the
subsequent chapters.

1.2.1 Software Pollute Buffer

It is well recognized that the least recently used (LRU) replacement algorithm can be ineffective
for applications with large working sets or non-localized memory access patterns [85, 97, 98, 154,
209]. Specifically, in secondary processor caches, LRU can cause cache pollution by inserting non-
reuseable elements into the cache while evicting reusable ones. Despite advances in compiler op-
timizations and hardware prefetchers, we, along with other researchers [93, 94, 154], observe that
there are classes of workloads that exhibit poor use of secondary on-chip caches. We argue that the
low efficiency of secondary caches is partly due to intra-application interference that causes pollution
in these caches.

In Chapter 3, we explore an operating system technique to improve the performance of appli-
cations that exhibit high miss rates in secondary processor caches. A principal insight behind our
technique is that, for certain applications, access patterns are distinct for different regions of an
application’s address space. In the case that one of the regions exhibits LRU unfriendly access pat-
terns, there is potential for intra-application interference in the cache hierarchy. We establish two
properties of memory intensive workloads: (1) applications exhibit large-spanning virtual mem-
ory regions, each exhibiting a uniform memory access pattern, and (2) at least one of the regions
does not temporally reuse cache lines.

We propose addressing secondary-level cache pollution resulting from intra-application inter-
ference through a dynamic operating system mechanism, called ROCS, requiring no change to
underlying hardware and no change to applications. ROCS exploits hardware performance coun-
ters on a commodity processor to characterize application cache behavior at run-time. Using this
online profiling, cache unfriendly pages are dynamically mapped to a pollute buffer in the cache,
eliminating competition between reusable and non-reusable cache lines. The operating system im-
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Figure 1.1: Representation of a software pollute buffer. The software pollute buffer is implemented by
dedicating a partition of a secondary level cache to host lines frompages that cause cache pollution.
To implement the pollute buffer, we exploit a well-known operating system technique called page
coloring. At a high level, the operating system can map application virtual pages (top box) to a
selected set of physical pages. These physical pages are selected based on their address so that,
according to the indexing function of the secondary cache, the content of the pages will occupy a
fixed, and small, partition of the cache.

plements the pollute buffer through a page-coloring based technique [118, 125, 202], by dedicating
a small slice of the last-level cache to store non-reusable pages, as depicted in Figure 1.1. Measure-
ments show that ROCS, implemented in the Linux 2.6.24 kernel and running on a 2.3GHz PowerPC
970FX, improves performance of memory-intensive SPEC CPU 2000 and NAS benchmarks by up
to 34%, and 16% on average.

1.2.2 Exception-less System Calls

For the past 30+ years, system calls have been the de facto interface used by applications to request
services from the operating system kernel. System calls have almost universally been implemented
as a synchronous mechanism, where a special processor instruction is used to yield user-space ex-
ecution to the kernel, typically through an interrupt or processor exception. Certain classes of
applications, such as server-type applications, make heavy of operating system services. During
execution, these applications make calls into the operating system as frequently as once for every
few thousands of instructions.

In Chapter 4, we evaluate the performance impact of traditional synchronous system calls on
system intensiveworkloads. We show that synchronous system calls negatively affect performance
in a significant way, primarily because of pipeline flushing and pollution of key processor struc-
tures (e.g., TLB, data and instruction caches, etc.). The pollution observed in various processor
structures stems from interference between the execution of application and the operating system
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Exception! Exception!

User

Kernel

sys
call
page

(a) Traditional, synchronous system call b) Exception-less system call

Figure 1.2: Illustration of synchronous (a) and exception-less (b) system call invocation. The wavy
lines are representation of threads of execution (user or kernel). The left diagram illustrates the
sequential nature of exception-based system calls. When an application thread makes a system
call, it uses a special instruction that generates a processor interrupt or exception. The proces-
sor immediately transfers control to the operating system kernel, where the call is executed syn-
chronously. After which, the kernel returns control to the application thread, which is done
through an exception-based mechanism similar to the system call. The right diagram, on the
other hand, depicts exception-less user and kernel communication. Messages are exchanged asyn-
chronously through a portion of sharedmemory, whichwe call syscall page, by simply reading from
and writing to it.

Traditional App

uses synchronous,
exception-based

system calls
FlexSC

(exception-less
system calls) Operating System

Event-driven App
uses asynchronous,

exception-less
system calls FlexSC-Threads

Library

Threaded App

libflexsc

Figure 1.3: Component-level overview of FlexSC. The implementation of operating system ser-
vices, representative by the bottom box, are not altered by our FlexSC system. As a consequence,
legacy applications that use exception-based system call mechanism continue to work unaltered.
We introduce a new operating system mechanism, exception-less system calls (FlexSC), that can
be used by applications to asynchronously request operating system services. We also introduce
two new libraries, FlexSC-Threads which is intended to support legacy thread based programs in
a transparent way, and libflexscwhich supports event-driven applications that directly make use of
FlexSC.
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kernel.
We propose a new mechanism for applications to request services from the operating system

kernel: exception-less system calls. While the traditional system call mechanism requires a proces-
sor exception to synchronously communicate with the kernel, as well as to reply to the applica-
tion, exception-less system calls, instead, rely on messages that are exchanged completely asyn-
chronously through memory. Figure 1.2 depicts the interaction between user and kernel modes
with a traditional synchronous system callmechanism andwith the proposed exception-lessmech-
anism. In Chapter 4, we describe an implementation of exception-less system calls, which we call
FlexSC (for flexible system call scheduling), within the Linux kernel. A high level overview of the
components added to a traditional software stack is show in Figure 1.3.

Exception-less system calls improve processor efficiency by enabling flexibility in the schedul-
ing of operating system work, which in turn can lead to significantly increased temporal and spa-
cial locality of execution in both user and kernel space, thus reducing pollution effects on pro-
cessor structures. Exception-less system calls are particularly effective on multicore processors as
they allow the operating system to dynamically execute operating system and application code
on separate cores which improves executoin locality. They primarily target highly parallel server
applications, such as Web servers and database servers.

Amain difference between synchronous and exception-less system calls, from the application’s
perspective, is the programmability of each interface. Because exception-less system calls are asyn-
chronous, they can pose an onus on the programmer to operate with a more complex interface
to the operating system. We address programmability aspects of exception-less system calls by
describing a solution based on multi-threaded programming and another based on event-driven
programming in the following two subsections.

1.2.3 Exception-less Threads

To benefit from asynchronous operating system execution, applications must execute useful work
while waiting for operating system calls to complete. One way to do so is to rely onmulti-threaded
applications. With various independent threads within an application, it is possible to multiplex
the execution of threads that are currently waiting for system calls to complete, with threads that
are not waiting on operating system work.

In Chapter 5, we describe the design and implementation of a user-level threading library
(FlexSC-Threads) that allows existing multi-threaded applications to transparently use exception-
less system calls. FlexSC-Threads uses a simple M -on-N threading model (M user-mode threads
executing onN kernel-visible threads). It relies on the ability to performuser-mode thread switches
solely in user-space to transparently transform legacy synchronous calls into exception-less ones.
Figure 1.4 depicts a simple example of how user-level threading is used in FlexSC-Threads along
with the interaction with the exception-less system call mechanism.

By treating a system call as a blocking operationwithin the threading library, from the perspec-
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(a) Types of threads used in FlexSC-Threads (b) User-mode thread switch (c) Yield to kernel

Figure 1.4: Three diagrams that describe the interaction between FlexSC-Threads and FlexSC.
The left-most diagram (a) depicts the components of FlexSC-Threads pertaining to a single core.
FlexSC-Threads uses a kernel-visible thread to multiplex the execution of multiple user-mode
threads. Multiple syscall pages, and consequently syscall threads, are also allocated per kernel-
visible thread. The middle diagram (b) depicts what happens after a user thread makes a system
call. The user thread is blocked, and another thread from the ready queue is chosen to run; the
thread switch occurs completely in user-mode. In the background, a syscall thread can begin exe-
cuting the system call. The right-most diagram (c) depicts the scenariowhere all user-mode threads
arewaiting for system call requests; in this case FlexSC-Threads library synchronously yields to the
kernel. Syscall threads can be woken to execute pending system calls.

tive of each thread the system call interface is maintained since the asynchronous implementation
of the system call is hidden by the library. From the application’s perspective, however, execu-
tion can proceed without waiting or switching into the kernel given that there are sufficient in-
dependent threads to schedule. The implementation of FlexSC-Threads is compliant with POSIX
Threads, and binary compatible with NPTL [65], the default Linux thread library. As a result,
Linux multi-threaded programs work with FlexSC-Threads “out of the box” without modification
or recompilation.

The performance evaluationwe present focuses on popularmulti-threaded server applications.
In particular, we show that our implementation of exception-less system, in conjunction with our
specialized threading library, improves performance of Apache by up to 116%, MySQL by up to
40%, and BIND by up to 79% while requiring no modifications to the applications.

1.2.4 Exception-less Event-driven Programming

To maximize performance, application writers may be willing to (re)write programs that directly
use the exception-less system call interface. In fact, event-driven architecture is a popular software
pattern that has traditionally relied on asynchronous operations, akin to exception-less system
calls, for constructing scalable, high-performance server applications. Due to the popularity of
event-driven architectures, operating systems have invested in efficiently supporting non-blocking
and asynchronous I/O, as well as scalable event-based notification systems. To leverage the ex-
perience the software community has had with event-driven architectures, we explore exposing
exception-less system calls in a way that is suitable for constructing event-driven applications.
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In Chapter 6, we first show that the direct and indirect performance overheads associated with
high frequency of system calls are present in the execution of event-driven server applications,
evenwhen usingmodern interfaces for asynchronous I/O and event notification. Subsequently, we
propose the use of exception-less system calls as the main operating system mechanism to construct
high-performance event-driven server applications. Exception-less system calls have four main
advantages over traditional operating system support for event-driven programs: (1) any system
call can be invoked asynchronously, even system calls that are not file descriptor based, (2) support
in the operating system kernel is non-intrusive as code changes are not required for each system
call, (3) processor efficiency is increased since mode switches are mostly avoided when issuing or
executing asynchronous operations, and (4) enabling multi-core execution for event-driven pro-
grams is easier, given that a single user-mode execution context can generate enough requests to
keep multiple processors/cores busy with kernel execution.

We present libflexsc, an asynchronous system call and notification library suitable for building
event-driven applications. Libflexsc makes use of exception-less system calls through our Linux
kernel implementation, FlexSC. We describe the port of two popular event-driven servers, mem-
cached and nginx, to libflexsc. We show that exception-less system calls increase the throughput of
memcached by up to 35% and nginx by up to 120% as a result of improved processor efficiency.

1.3 Summary of Research Contributions

In this dissertation, we aim to provide compelling evidence that operating systems should provide
services and mechanisms for applications to more efficiently utilize on-chip processor structures.
To this end, we developed specific operating system techniques that reduce pollution of different
processor components. We believe we have identified and targeted common sources of pollution
that are found in existing classes of workloads and that have not been fully addressed by opti-
mizations within other layers of the computer stack. Furthermore, we argue that the run-time and
operating system are the natural layers to implement these optimizations.

The specific techniques introduced and evaluated in this dissertation are:

• Software pollute buffer. We develop an operating system cache filtering service, that is
applied at run-time and improves the effectiveness of secondary processor caches. We iden-
tify intra-application interference as an important source of pollution in secondary on-chip
caches. Leveraging commodity hardware performance units, we demonstrate how to gen-
erate application address space cache profiles at run-time with low overhead. The online
profile is used to identify regions of memory or individual pages that cause pollution and do
not benefit from caching. Finally, we show how page-coloring can be used to create a software
pollute buffer in secondary caches to restrict the interference caused by the polluting regions
of memory.
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• Exception-less system calls. We develop a novel mechanism, called exception-less system
call, that allows applications to request operating system services with low overhead and
asynchronously schedule operating system work on multiple cores. We quantify the impact
of system calls on the performance of system intensive workloads, showing that there are
direct and indirect components to the overhead. We propose a new system call mechanism,
exception-less system calls, that uses asynchronous communication through the memory hi-
erarchy. An implementation of exception-less system calls, called FlexSC, is describedwithin
a commodity monolithic kernel (Linux), demonstrating the applicability of the mechanism
to legacy kernel architectures.

• Exception-less user-level threading. We develop a new hybrid threading package, FlexSC-
Threads, specifically tailored for use with exception-less system calls. The goal of the pre-
sented threading package is to translate legacy system calls to exception-less ones transpar-
ently to the application. We experimentally evaluate the performance advantages of exception-
less execution on popular server applications, showing improved utilization of several pro-
cessor components. In particular, our system improves performance of Apache by up to
116%, MySQL by up to 40%, and BIND by up to 79%while requiring no modifications to the
applications.

• Exception-less event driven programming. We explore exposing exception-less system calls
directly to applications. To this end, we develop a library that supports the construction of
event-driven applications that are tailored to request operating system services asynchronously.
We show how to port existing event-driven applications to use our new mechanism. Finally,
we identify various benefits of exception-less system calls over existing operating system sup-
port for event-driven programs. We show how the use of direct use of exception-less system
calls can significantly improve the performance of two Internet servers, memcached and ng-
inx. Our experiments demonstrate throughput improvements in memcached of up to 35%
and nginx of up to 120%. As anticipated, experimental analysis shows that the performance
improvements largely stem from increased efficiency in the use of the underlying processor
when pollution is reduced.



Chapter 2

Background and Related Work

This chapter provides background on key aspects of computer systems that relate to the work
presented in this dissertation. We divide this chapter into two major sections, one dedicated to
computer hardware, and one dedicated to system software, with a focus on operating systems. In
both sections, we highlight past and current trends, in part, to communicate aspects that motivated
the work presented in subsequent chapters. We also describe previous research and highlight
studies that have influenced our work.

2.1 Computer Hardware

Modern computer hardware, from an abstract point of view, is still based on the von Neumann
architecture [142]. Today, computers consist of a central processing unit, largely based on digital
logic, volatile memory, and persistent storage. Yet at the same time, computer hardware has un-
dergone tremendous changes over the past 50 years as they have become billions of times more
powerful. In this section, we describe trends that have enabled these transformations, as well as
how, due to technological constraints, we can expect to observe more profound changes in the
coming years. In addition, we describe some of the challenges that are current areas of research,
focusing on performance of computers.

2.1.1 Fast Processor; Dense (not so fast) Memory

Since the introduction of the first integrated microprocessors in the early 1970s, mainstream com-
puters have relied on digital devices as their basic building block. The widespread adoption of
digital systems stems from the fact that they are easy to reprogram, and allow for accurate and
deterministic operation. Underlying the digital systems used in computers, and serving as their
foundation, is the transistor — a semiconductor device that acts as a switch in a digital circuit.

The commercial success of transistors has led the semiconductor industry to focus on transis-
tor scaling, allowing more transistors to be packaged into integrated circuits without increasing,
and often lowering, costs. Figures 2.2 and 2.1 show the effect of transistor scaling on two central

12
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Figure 2.1: Historic trend of number of transistors in processor chips. Survey of high-end desktops
and low-end servers. Sources: itrs.net, wikipedia.org, intel.com, amd.com and ibm.com
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Figure 2.2: Historic trend of main memory (RAM) capacity. Survey of high-end desktops and
low-end servers. Sources itrs.net, wikipedia.org, and www.jcmit.com/memoryprice.htm
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Figure 2.3: Performance gap between processor and main memory (DRAM). Sources: itrs.net,
wikipedia.org, and Hennessy et al. [86].

computer components, processors and main memory. The trends displayed in the graphs, widely
known as Moore’s law, show exponential growth for both components [133, 134]. Recently, pro-
cessors have surpassed one billion transistors on a single chip, while main memory sizes in the
hundreds of gigabytes are becoming popular in server class computers. According to reports from
the semiconductor industry, currents transistor scaling trends are predicted to continue until at
least 2025 [57, 91].

Although transistor scaling allowed dramatic advances of both processors and main memory
(DRAM), processors andmemory have advanced in differentways. For the processor, themost sig-
nificant implications of transistor scaling have been (1) increases in clock frequencies, and (2) the
ability to design sophisticated architectures allowing for out-of-order and speculative execution.
As transistor feature size shrinks, so does the switching time of each transistor, leading to oppor-
tunities to build processors with high clock frequencies (depicted in Figure 2.3).

In the case of DRAM, partly due to being a commodity component, the industrial focus has
been on cost per bit [196, 200]. As a consequence, while the capacity of DRAM has followed the
growth described byMoore’s law, the access speed has not. The fact that off-chip accesses are both
latency and bandwidth limited has resulted in a growing performance gap between processors
and DRAM, as is shown in Figure 2.3. With current technologies, it is common to observe memory
latencies of between 200 to 400 processor clock cycles.

Despite extensive academic and industrial research, the growing performance gap between
processors and DRAM negatively affects the performance of a wide range of applications, as the
introduced processor techniques have not been able to overcome thememory gap. In the following
sections, we discuss some of the developments that have taken place to mitigate the performance
impact of the memory gap.
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2.1.2 Multicore Processors

Transistor scaling has enabledprocessors to be clocked at increasingly higher frequencies. From the
early 1970s, until themid 2000s, we have observed roughly 30% yearly increases in clock frequency.
For example, the Intel 4004, released in 1971, was composed of 2300 transistors and was clocked at
740 kHz, while the Intel Pentium 4, introduced in 2000, incorporated 42 million transistors and a
peak frequency of 2 GHz.

In the mid 2000s, however, the processor developments deviated from the three decades old
trend. The ability to shrink transistor feature sizes no longer translated to as dramatic increases in
transistor switching speeds. As can be seen in Figure 2.3, the current and future expected clock
frequency improvements has decreased — from 30% a year before 2005, to less than 8% per year.
The rate of switching speed increases was primarily influenced by limitations in the CMOS tech-
nology used, including the inability to further reduce voltage supplies, delays in interconnections,
increase in power consumption and/or heat production, among others [81, 88].

A second major shift that occurred is the adoption of multiple processors integrated onto a
single die, commonly known as multicore architecture. With the progress of transistor scaling, in-
tegrating billions of transistors into a single processor, and specifically allowing those transistors to
yield improvements in software performance, has become challenging and costly. With multicore
architectures, on the other hand, a doubling in transistor count can double the number of cores that
can be built on a chip. As a result, processor manufacturers can offer the potential for doubling
(parallel) software performance, with modest investments in chip design.

These two major shifts in mainstream processors, slower improvements in clock frequencies
and the ubiquity of multicore architectures, has changed how computers are able to improve the
performance of applications. Specifically, performance improvements that occurred due to pro-
cessor microarchitecture1 changes as well as clock frequency increases were mostly transparent
to software. It was previously possible to execute the same software, with newer hardware, and
observe a doubling in application performance. The current processor landscape changes this sep-
aration of concerns and requires that software be adequately parallelized in order to take advantage
of newer processors.

Multicores were initially offered solely with homogeneous (same ISA, same microarchitecture)
processing cores. However, in 2010 and 2011, various vendors have announced or introduced het-
erogeneous processing cores, typically organized as several general purpose cores, along with a
single accelerator engine. The most popular architecture incorporates a graphics processing unit
(GPU) as the acceleration engine; examples include the Intel’s HD Graphics available in most of
their chips today, AMD’s Fusion, and Nvidia’s Project Denver.

1In this text, processormicroarchitecture refers to aspects of the processor implementation that are below the instruc-
tion set architecture (ISA) level and, therefore, transparent to the functionality of software.
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Processor Year Cache L1 L2 L3
levels size latency size latency size latency

Intel 486 DX 1989 1 8 KB 1 cyc.
Intel Pentium 1996 1 8–32 KB 1 cyc.
AMD K5 1996 1 24 KB 1 cyc.
AMD Athlon (K7) 1999 2 128 KB 1–3 cyc. 256 KB 18 cyc.
Intel Pentium 4 2000 2 16 KB 1–2 cyc. 512 KB 20–25 cyc.
AMD Opteron (K8) 2003 2 128 KB 1–3 cyc. 1 MB 8 cyc.
Intel Core 2 2007 2 64 KB 1–3 cyc. 2–6 MB 10–14 cyc.
Intel Nehalem * 2008 3 64 KB 1–4 cyc. 256 KB 10–12 cyc. 8–24 MB 50–60 cyc.
AMD Phenom II * 2009 3 128 KB 1–3 cyc. 512 KB 15 cyc. 6 MB 55 cyc.
Intel Sandybridge * 2009 3 64 KB 1–4 cyc. 256 KB 8–10 cyc. 3–15 MB 26–36 cyc.

Table 2.1: Cache hierarchy characteristics of x86 based processors in the past 20 years. Capacities of
L1 caches represent the sum of the instruction and data caches, while L2 and L3 are unified caches,
when present. Processors marked with (*) are multicore and the L1 and L2 sizes listed are per core.
When an L3 cache is present, it is a single cache, shared by all cores.

2.1.3 Processor Caches, Buffers and Tables

Processor caches are the first line of defense against the memory performance gap. They are fast
storage devices, significantly smaller than main memory, that are use for storing portions of main
memory. The goal of processor caches is to reduce the average latency tomemory by offering faster
access to local copies of data. In general, the more accesses satisfied from the cache, the lower the
average latency to access memory.

The first documented implementation of an on-chip cache (that is, a cache that is physically
integratedwithin the processor die) is from the IBMSystem/360, model 85, in 1968 [122]. However,
it wasn’t until the second half of the 1980s that on-chip processor caches became a popular addition
to mainstream processors [54, 181], because (1) as discussed in the previous section, the memory
gap started to affect mainstream computers in the 1980s, and (2) the number of transistors available
on single chips were reaching the 1 million mark, allowing for the integration of modest (8 to 16
KB) on-chip caches.

There are three main reasons why processor caches are significantly faster to access than main
memory devices. First, they are built using the same transistor technology as processors, opti-
mized for low switch time. Second, they are located on-chip, which allows accesses to avoid slow
and bandwidth limited off-chip communication. Finally, they are significantly smaller, and can be
structured to require fewer logic gate traversals and shorter wire transfers.

The processor industry has continued to incorporate increasingly larger caches in their proces-
sors, as both motivating trends for caches (the memory gap and abundance of transistors) have
continued. In addition, because larger caches typically entail longer latencies, multiple levels of
caches have been adopted in modern processors. Multi-level cache hierarchies include smaller,
but faster, caches that are close to the processor, meant to satisfy a large portion of memory ac-
cesses, as well as larger caches, meant to satisfy a larger span of less frequently accessed items.

Table 2.1 lists several x86 basedprocessors produced by Intel andAMD,detailing characteristics
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of the on-chip cache hierarchy. While the list is not comprehensive, and other high-end architec-
tures have incorporated larger on-chip caches, the information illustrates the availability of these
caches in mid-range, popular processors. The Intel 486 DX, initially released in 1989, was the first
x86 based processor to incorporate an on-chip data cache. Since then, a new cache level has been
introduced to the on-chip cache hierarchy each decade. It is interesting to observe that, given the
tradeoff between size and latency, each level of cache does not grow significantly throughout time.

Along with storage for caching memory, processors have adopted the use of on-chip storage
for specialized uses other than caching main memory. These storage components, commonly re-
ferred to as tables or buffers, have been used to host branch prediction information, pre-decoded
instructions, virtual memory translation information, and prefetching information, among oth-
ers. These specialized storage devices are, in many cases, crucial for achieving good performance.
For example, a recent study of high-performance computing (HPC) workloads on a 2008 AMD
Opteron processor shows that inefficient use of translation look-aside buffers2 (TLBs) can degrade
application performance by up to 50% [129].

2.1.4 Prefetching and Replacement Algorithms

A principal metric for determining the utility of on-chip caches is the improvement, in terms of ef-
ficiency, of application execution. Given the potential impact of caches in application performance,
as described in the previous section, significant research has been conducted with the goal of im-
proving the utility of the different types of caches found on modern processors. Two principal
avenues for improving cache utility have been prefetching algorithms and replacement policies.

Prefetching algorithms are used to retrieve items currently not in the cache, before they are
requested. Prefetching algorithms try to predict which memory items currently not in the cache
are most likely to be accessed in the near future. If accurate in their predictions, both replacement
and prefetching techniques can increase the utility of caches by reducing the number of times
items are not found (missed) in the cache. The replacement policy, on the other hand, determines
which of the current items in the cache should be evicted to make space for a new item. In essence,
replacement policies try to predict which of the currently cached items are least useful (least likely
to be accessed in the near future).

One source of inefficiency that affects the performance of modern processor caches is cache
pollution. Cache pollution can be defined as the displacement of a cache element by a less useful
one. In the context of processor caches, cache pollution occurs whenever a non-reusable cache line
is installed into a cache set, displacing a reusable cache line, where reusability is determined by
the number of times a cache line is accessed after it is initially installed into the cache and before

2Translation look-aside buffers (TLBs) are used as a fast cache of most recently accessed page-table entries, which are
to used to perform per process translation of virtual addresses to physical addresses. Typically, hardware or software
traversals of page-tables is a long latency operation, potentially requiring several memory accesses. The fast access
of translation information through TLBs have allowed caches to be physically and/or indexed, without significantly
affecting access latencies.
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its eviction.
In the remainder of this section, we will summarize the development of prefetch and replace-

ment algorithms in processors. In particular, we highlight the problem of cache pollution in each
case and review previous research proposals targeted at reducing the impact of cache pollution.

2.1.5 Prefetching

Hardware prefetchers, for both instructions and data, have been incorporated into all mainstream
processor designs. These prefetchers monitor the access patterns of programs and use this infor-
mation to request chunks of memory that may be used in the near future. When memory accesses
are easy to predict, prefetching can be effective in reducing the impact of the memory gap in appli-
cation performance. For example, Can and Nagpurkar analyzed the prefetchers used in the IBM’s
POWER6 processor, released in 2006, and found that certain workloads observed performance im-
provements of up to 350% [38].

Early work in prefetching was summarized by Alan Smith in 1978 [179, 180]. The consensus,
with the technology at the time, was that the only prefetch strategy feasible was the one block looka-
head (also known as next-line prefetcher). Since then, given the abundance of transistors in a die,
along with the increase in the memory performance gap, processors have adopted more complex
prefetch strategies [14, 38, 79, 100, 145, 152, 176, 182, 190]. Alongwith data and instruction prefetch-
ing, researchers have also explored prefetching in the context of other processor structures, such
as TLBs, demonstrating performance improvements for workloads that exercise the processor’s
memory management unit (MMU) [53, 92, 102, 167].

One fundamental challenge in designing hardware prefetchers, which relates to the inaccurate
nature of prefetch predictions, is that of tuning prefetch aggressiveness. On the one hand, increasing
the number of prefetch requests or making requests earlier in time (i.e., making the prefetcher ag-
gressive) will likely increase the number of memory requests that are serviced through prefetch-
ing. On the other hand, increasing the aggressiveness also increases the number of useless pre-
fetches (i.e., items that are not used by the time they are replaced). Useless prefetching increases
the amount of cache pollution observed, and negatively impacts cache performance, potentially
negating the performance gains of useful prefetches [184].

To overcome the possible pollution effects of prefetching, Jouppi proposed to separate the cache
storage from the storage used for prefetching items, typically called prefetch buffer [100]. Mutlu et
al. proposes that the L1 cache act as the prefetch buffer; where prefetched cache lines are initially
inserted only in the L1 cache and inserted into the other levels of the cache hierarchy only if they
are accessed before being replaced. This strategy does not prevent pollution at the L1 level, but
ensures that lines at the other levels have been accessed at least once [138]. Another venue to
reduce pollution due to aggressive prefetching is to introduce an independent prefetcher filter that
controls which requests made by the prefetcher are actually sent to the cache hierarchy [121, 210].
Instead of modifying the logic of the prefetcher itself, the filter keeps track of the usefulness of the
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different types of prefetch requests made by the prefetcher. The filter subsequently may decide to
eliminate specific prefetch requests that are predicted to be useless and pollute the cache.

2.1.6 Replacement

The simplest replacement policy used in hardware structures is based on a direct-mapped struc-
ture. In this scheme, amapping function is used to associate the identifier key (typically an address)
to a singular location in the cache. Its simplicity comes from the lack of per itemmetadata, and the
low number of operations to determine membership and to determine the item to be displaced. In
practice, however, direct-mapped caches observe a large number of mapping conflict misses, due to
various distinct items that are used concomitantly beingmapped to the same cache location [40, 87].

To overcome the performance degradation caused by mapping conflict misses, computer ar-
chitects have introduced cache organizations that allow identical mappings to occupy multiple
locations in the cache (known as sets). The number of positions available in each set is known as
associativity. Although this design requires metadata for deciding what to evict, and more logic
to determine membership than the direct-mapped case, it has been increasingly adopted in cache
designs because of its superior hit-rate performance.

Despite the extensive body of work on replacement policies in the context of both processor
caches and virtual memory, the least recently used (LRU) algorithms, and derivatives, are the most
widely adopted replacement policies. There are twomain reasons behind LRU’s wide usage. First,
LRU has proved to be effective at achieving high hit-rates for a wide range of applications and ac-
cess patterns. Second, there have been various proposals that approximate LRUwith a simple and
efficient implementation (e.g., CLOCK [58] for virtual memory and Pseudo-LRU [180] for caches).

In the past decade, there has been renewed interest in research of replacement policies for on-
chip processor caches, not only because of the growingmemory performance gap, but also because
of the complexity of access patterns of modern applications that do not conformwell to LRU based
caching [19, 128]. An added incentive for research in processor cache replacement policies is the
growth in the number of levels in the cache hierarchies. As shown in Table 2.1, while in the 1990s a
single level of modest sized caches was present, today processors typically boast 3 levels of caches
with capacities reaching that of the entirety of main memory of 1990s computers.

Numerous studies have proposed enhancing the LRU cache replacement policy to avoid cache
pollution [73, 85, 96, 105, 120, 123, 150, 166, 203, 205]. These studies attempt to augment LRU
replacement decisions with information about locality, reuse and/or liveness. For example, the
dynamic insertion policy, proposed by Qureshi et al., focuses on adapting the initial placement of
caches lines in the LRU stack of each cache set, depending on the application access pattern [154].
The proposed dynamic insertion policy (DIP) reduces competition between caches lines by reduc-
ing the time to eviction of cache lines with thrashing access patterns.
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2.1.7 Eliminating Mapping Conflict Misses in Direct-Mapped Structures

Numerous efforts have focused on avoiding mapping conflict misses in direct-mapped caches, both
at the L1 and L2 levels [28, 37, 55, 104, 117, 125, 127, 137, 163, 164, 175]. In direct-mapped caches,
mapping conflict misses have a relatively high probably of occurring; this happens whenever dif-
ferent cache-lines thatmap to the same position of the cache are reused and show temporal locality.
Even if the cache has capacity to hold all concurrently accessed lines, since lines map to the same
location, they may still cause misses. Most solutions, whether dynamic or static, attempt to predict
or detect application memory access patterns to create mappings that minimize mapping conflict
misses.

Bershad et al. explored dynamically avoiding mapping conflict misses in large direct-mapped
caches [28] and they proposed a small hardware extension called Cache Miss Lookaside buffer (CML)
which records a fixed number of recent caches misses. The operating system uses this buffer to
identify pages that map to the same cache partition and are used concurrently. The identified
pages are remapped to other partitions with low miss count, by means of page copying.

Romer et al. extended the work by Bershad et al. by eliminating the need for a CML [164]. In
essence, a software-filled TLB is used to monitor accesses to cache conflicting pages. If the distance
between TLB refills to cache conflicting pages is small, one page is chosen to be remapped. While
performance improvements were shown in some workloads, Romer et al.’s TLB Snapshot-Miss
policy showed greater overheads and less accuracy then the CML hardware.

In recent years, however, direct-mapped caches have not been used in many general-purpose,
or high-end processors. Hardware manufactures have invested in producing high-associativity
caches to resolve mapping conflict misses. Typical L1 associativity for modern processors range
from 2 to 8, while L2 associativity range from 8 to 16. Even larger associativities are used for
higher-level caches, or off-chip caches.

2.1.8 Cache Bypassing

Previous research most similar to the work presented in Chapter 3 is the study of cache bypassing
to eliminate cache pollution. Cache bypassing consists of refraining from installing selected cache
lines into the cache, or, at least, one of the levels of the cache. If cache lines that are not re-accessed
in the near future are chosen for bypassing then this strategy improves overall cache utilization,
since reusable lines are less likely to be prematurely displaced from the cache.

Themajority of work exploring cache bypassing has focused on reducing cache pollution in the
first level cache (L1) [49, 99, 191, 204]. There appears to have been little work that explores cache
bypassing for L2 cache [68, 106, 149]. All the studied dynamic schemes require hardware support
and propose non-trivial changes to the processor and cache architecture.

Dybdahl et al. claim to be the first to explore cache bypassing at the last level cache (the cache
level closest tomemory, which is typically the largest and slowest cache of the cache hierarchy) [68].
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They extend previous work done by Tyson et al. for L1 cache bypassing [191], adapting it for use
with a physically indexed L2 cache. Tyson et al. determined the empirical relationship between
candidate cache lines for bypassing and specific load/store instructions. In this scheme, a table is
dynamically built based on instructions that generate more cache misses than hits.

The application of Tyson’s scheme to the last level cache resulted in both reduction and in-
creases in the miss ratio, depending on the workload; miss ratios of SPEC CPU 2000 benchmarks
varied from a 58% reduction up to a 132% increase. Dybdahl et al. proposed enhancing the Tyson
scheme by augmenting every L2 cache line to include extra information for dynamically tracking
the potential for cache bypassing [68]. The combined instruction table and L2 cache line miss in-
formation attenuated the performance degradation, and, unfortunately, the improvements as well.
Miss ratios for the same set of benchmarks varied from a 50% reduction up to a 37% increase.

Piquet et al. propose classifying “single-usage” cache-lines for improved L2 cache replacement
policy and bypassing [149]. In their work, they also investigate the relationship between specific in-
structions and caching behavior. They propose the creation of the block usage predictor table, stored
inmainmemory, alongwith augmenting the L2 tagwith single-usage and instruction address infor-
mation. With this information, they enable cache bypassing for specific instructions. In addition,
the LRU replacement policy is modified to first consider replacement of likely singe-usage lines.
In their simulations, they observe instructions-per-cycle3 (IPC) increases of up to 30% in memory
intensive workloads from SPEC CPU2000, as a result of a 35% decrease in L2 miss rate.

More recently, Kharbutli and Solihin have proposed a similar cache replacement and bypassing
scheme to that proposed by Piquet et al., but exploring different metrics to guide replacement and
bypassing [106]. Kharbutli and Solihin propose enhancing L2 cache tags with “counter-based” in-
formation, and explore metrics such as reuse (access interval and live-time) to predict lines that
should be replaced from the L2 cache, or not inserted at all. They observed performance improve-
ments of up to 48% on a memory intensive application from the SPEC CPU2000 suite.

It is interesting to note thatmost existing processors have a rudimentary cache bypassingmech-
anism that implements full cache bypassing, primarily for the purpose of interacting with external
devices. It is commonly referred to as cache inhibited and I/O mapped memory. The main dif-
ference between this existing mechanism and the proposals described above is that the proposals
typically require partial bypassing (at either the L1 or L2 cache level); not full bypassing, where
the cache hierarchy is bypassed altogether. This full bypassing mechanism, however, has not been
successfully explored for minimizing replacement misses. As far as we know, there have been
no studies reporting the use of cache inhibited memory for eliminating cache pollution. The most
likely reasons include: (a) the cache-inhibited attribute is usually implemented as part of the mem-
ory management unit and, hence, is applied at page granularity; and, (b) most previous work has

3Instructions per cycle (IPC) is a widely adopted metric for measuring efficiency of processor execution. Given the
same stream of instructions, the higher the number of instructions that are executed every cycle, the faster the overall
execution is.



Chapter 2. Background and Related Work 22

dealt with cache pollution at either L1 or L2 level caches, but not of the entire cache hierarchy.

2.2 Computer System Software

Computer system software, or simply system software, is the software responsible for operating the
computer hardware as well as to provide a platform for higher-level software, such as applications
and middleware. Typical examples of system software programs include the BIOS, operating sys-
tem, compiler and run-time libraries. The evolution of system software, particularly operating
systems, has been largely reactionary, changing in response to advances in hardware technology
and application.

In this section, we introduce key concepts of operating systems that relate to our work. We also
discuss recent operating systems proposals for enabling efficient execution of applications, as well
as performance optimizations in the context of run-time and operating systems

2.2.1 Virtualization and OS Abstractions

Perhaps one of the most fundamental mechanisms used in operating systems to expose (hard-
ware) resources to applications is virtualization. Virtualization is the process of offering a resource
to software without directly offering access to the physical resource — instead, a virtual version
of the resource is offered. Examples of resources that have been successfully virtualized include
(1) processors, which has led to abstractions such as processes and threads, (2) memory, allowing
applications to use multiple hardware resources (e.g., memory and disk) transparently, through
a uniform interface, (3) storage, which has led to the concept of file-systems that are significantly
more feature rich than raw disks, and (4) network devices, hidden behind a simpler socket interface.

Virtualization of hardwarewas initially adopted as amechanism to allowmultiple applications,
or users, to efficiently share the same physical machine (until the era of the personal computer, ma-
chines were costly and a scarce resource). With the evolution of computers, virtualization was also
found to be a valuable mechanism to allow the independence between hardware and software. As
long as the virtual resource was largely independent from the its physical counterpart, the same
abstractions could be used by operating systems to support different, or newer, hardware. One ex-
ample are the file-system abstractions that have been successfully used to provide storage services
for several decades, and have been largely unchanged despite the diversity of storage devices (e.g.,
hard-disks, floppy disks, CD-ROMs, network storage, flash drives).

The abstractions and services offered by operating systems, as well as their implementation,
play an inordinate role in the functionality, reliability and performance of a computer system. As
such, operating systems researchers and designers have experimentedwith how best to implement
various services. For example, the exploration of different design principles for offering operating
system services have led to the proposal of different kernel architectures such asmonolithic, micro-
kernel and exokernel [1, 70, 71, 115, 116]. These architectures differ on where services should be
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implemented (whether they should be offered by the core kernel, or offered separately), and how
the services should be implemented (in a distributedway in each of the application’s address space
as a library, or as an external server process, as a centralized service).

2.2.2 Support for Parallelism

Parallelism has been extensively used to improve performance of computer systems. At the proces-
sor level, parallelism is used in techniques such as instruction pipelining, vector and superscalar
execution. At the software level, multiple processing engines can be used to enable task-level par-
allelism. At larger scales, involving multiple computers, parallelism is also used to enable super-
computers and data-center computing. In this section, we will introduce concepts and previous
work in operating system support for task-level parallelism.

Operating systemwork in supporting parallelism can be roughly classified into two categories:
(1) structuring the internals of the operating system kernel to be scalable, (2) providing services
to applications to scale with increased concurrency. A thorough summary of operating system
research to support multiprocessor execution can be found in Chapter 2 of the dissertation by
Jonathan Appavooo, published in 2005 [8].

Tornado and subsequently K42 were among the first operating systems to argue that there
are performance advantages in designing operating systems specifically for multiprocessors and
to maximize locality and independence of execution [9, 10, 83]. After 2005, research in systems
software support for parallelismhas regained attention due to the ubiquity ofmulticore processors.

The Corey operating system advocates requiring applications to explicitly specify which re-
sources should be accessible to more than one processor [33]. The principle behind this require-
ment is that many resources (e.g., portions of memory, file descriptors, etc.) are used by only one
processor, and can be optimized by being implemented without concurrency support. For the re-
sources that are declared to be shared among multiple processors, a parallel implementation is
used instead.

The Factored Operating System (fos) uses a micro-kernel architecture, with services imple-
mented as different processes, to schedule specific system services onto dedicated cores [199].
The goal of dedicating system services to cores is to improve the performance of these services
by avoiding competition of on-chip storage (caches, TLB, etc.) between application execution and
the execution of operating system services.

The Barrelfish operating system, which exemplifies an operating system that uses a multikernel
structure, investigates a distributed, message-passing, structure to operating systems, even when
executing on a shared-memory computer [20, 21]. Within the operating system, no state is implic-
itly shared among multiple cores and messages must be exchanged to update state among cores.
The underlying argument for promoting a distributed, multikernel design for an operating system
is that current and upcoming computers have begun to resemble a distributed system specifically
with respect to performance characteristics. Consequently, having the system software match the
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underlying architecture allows for more efficient computation and communication.
Helios is a proposal to simplify the development and the running of applications on comput-

ers with heterogeneous processors [143]. It proposes partitioning the operating system into a main
kernel, and a series of satellite kernels that only communicate through message-passing, similar to
the multikernel architecture. The goal of Helios is to allow applications to rely on the same oper-
ating system services that are available on the general purpose processors, even when executing
on accelerators such as graphics processors (GPU) and programmable network processors.

The Tessellation operating system advocates partitioning both the operating system and appli-
cation into Cells to promote locality [56, 124]. Each component belonging to a Cell is scheduled
concurrently, similar to gang scheduling, to achieve what the authors call Space-Time Partition-
ing. Similar to the multikernel design, inter-Cell communication occurs through message-passing
primitives. Also, Tessellation uses a two-level scheduler to allow each Cell to control the use of its
resources independently from the operating system.

Recently, theMIT group behind the Corey operating system revisited the assumption that novel
operating system architecture are necessary to efficiently support multicore processors [34]. By
analyzing the performance of a series of workloads running on Linux, a monolithic kernel that has
slowly evolved to support multiprocessing over the past 15 years, and applying modest changes to
the kernel, they conclude that a traditional operating system architecture is able to scale to a large
number of cores in a multicore computer system.

2.2.3 I/O Concurrency: Threads and Events

A different type of parallelism than multiprocessing that is also crucial to performance of mod-
ern computers is I/O concurrency. Because the latency of I/O devices are orders of magnitude
slower than processor speeds, but can exhibit high throughput rates (enough to saturate several
processors), a large number of requests should be submitted to the device in order to guarantee
full bandwidth utilization of the device. To this end, software must produce a large number of
concurrent I/O requests.

Applications that are required to efficiently handle multiple concurrent requests rely on op-
erating system primitives that provide I/O concurrency. These primitives typically influence the
programming model used to implement such applications. The two most commonly used mod-
els for I/O concurrency are: (1) blocking threads and (2) non-blocking/asynchronous I/O with
subsequent notification (this latter model is commonly referred to as event-driven architecture).

Thread based programming (with blocking) is often considered the simplest, as it does not
require tracking the progress of I/O operations (which is done implicitly by the operating system
kernel) [194]. A disadvantage of threaded servers that utilize a separate thread per request or
transaction is the inefficiency of operating with a large number of concurrent threads. The two
main sources of inefficiency are the extramemoryusage allocated to thread stacks and the overhead
of tracking and scheduling a large number of execution contexts [198].
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To avoid the overheads of threading, some developers have adopted the of use event-driven
programming. In an event-driven architecture, the program is structured as a state machine that
is driven by progress of certain operations, typically involving I/O. Event-driven programs make
use of non-blocking or asynchronous primitives, along with an event notification systems to deal
with concurrent I/O operations. These primitives allow for uninterrupted execution that enables
a single execution context (e.g., thread) to fully utilize the processor. The main disadvantage of
using non-blocking or asynchronous I/O is that it entails a more complex programming model.
The application is responsible for tracking the status of I/O operations and availability of I/O re-
sources. In addition, the applicationmust support multiplexing the execution of stages of multiple
concurrent requests.

In both models of I/O concurrency, the operating system kernel plays a central role in support-
ing applications in multiplexing the execution of concurrent requests. Consequently, to achieve
efficient server execution, it is critical for the operating system to expose and support efficient I/O
multiplexing primitives. For an extensive performance comparison of thread-based and event-
driven Web server architectures, under modern UNIX I/O primitives, we refer the reader to work
by Pariag et al. [146].

In Chapter 5 and 6 of this dissertation, we explore novel operating system support for thread-
based and event-based programs. In the remainder of this section, we discuss some of the in-
fluential and related work that studied operating system support for these two models of I/O
concurrency.

Perhaps the most influential work in thread based support for I/O concurrency is Scheduler
Activations [7]. Anderson et al. identified problems with kernel-mode and user-mode threading
models. The problem highlighted for kernel-mode threads is that they involve a fundamental over-
head of switching in and out of kernel mode in order to performance a switch — an overhead that
is particularly prevalent in I/O intensive applications. User-mode threading, on the other hand,
allows for fast switches and are easy to customize. However, because these threads are transpar-
ent to the operating system, scheduling events due to I/O, multiprogramming and page faults can
inadvertently introduce idle time. To overcome this issue, Scheduler Activations proposes return-
ing control of execution to a user-mode scheduler, through a scheduler activation (akin to a new
kernel visible thread) upon experiencing a blocking event in the kernel. This way, threads can be
switched cheaply in user-mode, while not suffering unnecessary idle time.

The work described in Chapter 5, in which we present a threading package that uses user-level
threads in conjunctionwith kernel visible threads, was partially inspired by Scheduler Activations.
However, our solution to addressing the problem of the operating system inadvertently blocking
kernel visible threads that have user-level threads ready to execute is different. In our approach,
operating system and application execution is decoupled, and execution of the both components
occur independently.

Adya et al. proposed the use of cooperative user-level threads (fibers), in conjunction with auto-
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matic stack management, to construct highly concurrent applications [3]. Their goal was to enable
the ease of reasoning of thread based programming, while allowing I/O operations to be mul-
tiplexed through event-based primitives. Consequently, in their system, both thread-based and
event-driven abstractions are exposed to the programmer. Threads are implemented as user-level
fibers and managed through a run-time library. When a thread issues an I/O operation, the oper-
ation is transformed, by the library, into an asynchronous I/O request with an attendant continu-
ation that will activated once the I/O operation completes.

In the work described in Chapter 5 (FlexSC-Threads), we also propose the use of cooperative
user-level threading to extract independent system call requests from threaded applications. While
the run-time libraries for both the fibers threading and our proposal should be quite similar, the
main difference between these two systems are with respect to interfacing with the operating sys-
tem. The work by Adya et al. relies on the use of asynchronous I/O operations, while in our pro-
posal we use exception-less system call interface. As we show in Section 6.4 the use of exception-
less system calls yields improved performance when compared to asynchronous I/O operatiions.
Also, in Section 6.1 we discuss other advantages of exception-less system calls over asynchronous
or non-blocking I/O operations.

Behren et al. presented another well known system, called Capriccio, that promotes thread
based architectures for I/O intensive applications [195]. In Capriccio, several techniques were in-
troduced to reduce the overheads of threading in the context of high I/O concurrency. Specifically,
Behren et al. argued that there are inherent performance benefits to user-level threading, and also
described how to efficiently manage thread stacks, minimizing wasted space, and proposed re-
source aware scheduling to improve server performance. Through these techniques, Behren et al.
experimentally showed that internet servers built with Capriccio could achieve comparable per-
formance to equivalent servers that used an event-driven architecture.

The techniques described by Behren et al., while also targeting performance improvement of
server type applications, are largely orthogonal to the work presented in Chapter 5. While Capric-
cio introduced novel techniques to improve user-level threading, it did not address performance
problems relating to the direct interaction of application with the operating system. In effect, we
believe it would be possible to integratemost of the techniques proposed inCapriccio to the thread-
ing library we describe in Chapter 5.

The Flash web server project [144] combines the use of both thread based programming and
event-driven primitives. In the proposed architecture, event driven primitives are used for re-
quests that only require data that is cached inmemory; for requests that may block, separate helper
threads are used.

Banga et al. are among the first to identify the lack of scalability in traditional UNIX event de-
livery mechanisms (select and poll) [16]. Subsequently, they explored the construction of generic
event notification infrastructure under UNIX, with the goal of scaling to a large number of mon-
itored (network) file-descriptors, as network servers were becoming increasingly popular at the
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time [17]. Instead of relying on a state-less interface, such as select and poll, the new event delivery
mechanism was stateful and required applications to notify the kernel of changes in the events to
be monitored (and not the entire list of events to be monitored). It also featured a scalable queue
based interface to process incoming event notifications.

The work by Banga et al. inspired the implementation of the kqueue interface available on BSD
and Linux kernels [113]. The kqueue interface not only tried to improve the scalability of event
based notifications, but also its generality. Interfaces such as select and poll can only operate on file-
descriptors, and consequently on resources that are virtualized by file descriptors. With the kqueue
interface, it is also possible to monitor several other types of events such as signals, memory, etc.

Elmeleegy et al. proposed lazy asynchronous I/O (LAIO), a user-level library that relies on
Scheduler Activations to support event-driven programming [69]. With LAIO, since it is based
on scheduler activations, any system call is supported and allows the operating system to provide
the traditional system call interface. In their work, they argue that lazily spawning threads when
operations block in the kernel, and only notifying the application when the operation completes,
and not in an intermediate stage, makes it easier for programmers to use asynchronous I/O.

Recently, the Linux community has proposed a generic mechanism for implementing non-
blocking system calls, similar to LAIO [36]. In their proposal, if a blocking condition is detected,
they utilize a “syslet” thread to block, allowing the user thread to continue execution.

In Chapter 6, we propose a new way of supporting event-driven applications, that addresses
some of the shortcomings of previous work . We believe our proposal has all the advantages of the
studies to better support event-driven programs described in this section ([16, 36, 69, 113]), in terms
being general purpose (i.e., supporting access to any type of operating system managed resource)
and minimally intrusive operating system implementation. However, our proposal uniquely pro-
vides performance advantages due to the ability to reduce processor state pollution that results
from multiplexing application and operating system execution.

The staged-event driven architecture (SEDA) was proposed for designing highly concurrent
Internet services, highlighting the robustness of the architecture in overload conditions [198]. The
SEDA approach divided server code into separate stages, which are then connected through event
queues. Through resource throttling of different stages, SEDA is able to achieve high performance
and graceful degradation of performance under high loads.

Krohn et al. try to address the programmability of event-driven servers in Tame [110]. Tame
provides language-level constructs that hide details of requesting I/O and subsequently waiting
for event notification, as well as communication between stages of the program.

One added challenge of event-driven programming, specially when compared to thread based
programming, is efficient use of multiprocessors. One commonly used technique is to implement
a worker thread poll pattern, where a single master thread enqueues requests to worker threads.
While this allows for multiple independent threads to be scheduled onmultiple processors, it only
workswell for applications that do not have significant amounts of synchronization or data sharing.
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To address the multiprocessor challenge, Zeldovich et al. introduced libasync-smp, a library
that allows event-driven servers to execute on multiprocessors by having programmers specify
events that can be safely handled concurrently [207]. Libasync-smp requires programmers to specify
program stages that do not have data dependencies, allowing the library to concurrently schedule
execution of independent stages, while requiring no new operating system support.

2.2.4 Locality of Execution and Software Optimizations for Processor Caches

The “principle of locality” has been the guiding principle behind caches, both within virtual mem-
ory and processor caches [60, 61, 62]. The principle stems from the observation that, for several
classes of programs, once a set of instructions or data are accessed it is likely that the items in that
set will soon be accessed again for a period (phase) of execution. While some programs naturally
exhibit highly localized accesses, and consequently make efficient use of caches, other programs
exhibit lower degrees of locality.

Due to the lack of inherent locality in some programs, there has been a large body of work
in transforming execution to produce more localized accesses. These transformations have been
explored at many different levels of the software stack, including in the context of theory of algo-
rithms [78, 172], language-level constructs [112, 165], static compiler optimizations [39, 41, 50, 51,
103, 111, 201], as well as run-time and operating system optimizations [2, 30, 74, 169, 187]. In the
remainder of this section we highlight research that is specific to run-time and operating systems.

Bellosa et al. propose using feedback, either through hardware performance counters or TLB
misses, to determine threads that potentially share data [22, 23]. This information is used to deter-
mine how threads should be ordered in the run-queue so as to minimize cache misses that occur
immediately after context switches. Weissman also experimented with identifying thread locality
at run-time using hardware performance counters [197]. Onemain difference in thework byWeiss-
man is the requirement for programmers to provide annotations about the state sharing between
threads.

Larus and Parkes were among the first to recognize that although modern server workloads
exhibited poor locality of accesses, it was not inherent to the server program, but partly due to
how it was scheduled [112]. They used this insight to proposed Cohort Scheduling to improve
locality of server workloads. Cohort Scheduling requires programmers to divide the program into
stages, using a StagedServer library. Stages are then scheduled with the goal of maximizing data
and instruction locality, with hints from the application developer on how stages are expected to
interact or interfere with each other.

Tam et al. proposed thread clustering to improve the cache reuse in the presence of multiple
application threads sharing cache content [187]. The thread clustering technique uses hardware
performance counters, at run-time, to identify ranges of the virtual address space that are accessed
by each thread. This information is then used to infer which threads have data access affinity,
and should consequently be scheduled concurrently in a chip multiprocessor (CMP) system to
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Figure 2.4: Cache indexing of physical addresses in the PowerPC 970FX processor, with 128B cache
lines, L2 cache with 512 sets, and 4KB pages.

maximize sharing.
Software cache partitioning has been used in different ways to reduce the interference of exe-

cuting multiple processes; these techniques are discussed in more detail in Section 2.2.5. Also, a
specific type of optimization to improve cache utilization is to reduce the interference between ap-
plication and kernel execution; recent proposals to address this type of interference are discussed
in Section 2.2.6.

2.2.5 Page Coloring and Software Cache Partitioning

Modern caches employ a simple hashing function for the purpose of cache line indexing. Lower-
level caches generally use the virtual address provided by memory requests, as these accesses are
time-sensitive and cannot afford to be translated to physical addresses in the critical path. Higher-
level caches, which are larger and slower, are generally physically indexed. In physically indexed
caches, physical addresses of data are used to map data into cache sets. The hashing function used
for indexing into the cache must utilize enough bits from the address to be able to index anywhere
into cache. Due to the relatively large size of current caches, the number of bits required is larger
then the number of page offset bits, as shown in Figure 2.4. As a consequence, the choice of virtual
to physical mapping influences the specific cache sets which store application data.

Conceptually, the set of pages which share the indexing bits above the page offset form a con-
gruence class. Each congruence class is mapped to a fixed partition of the cache. The number of
congruence classes available is equal to 2n, where n is the number of bits used for cache hashing
above the page offset. In the case of the processor depicted in Figure 2.4, the PowerPC 970FX, the
L2 is organized into 512 sets, resulting in log2(512) = 9 bits used for indexing. The four most sig-
nificant of those bits can be used to determine congruence classes. As a consequence, the operating
system can control 24 = 16 different cache congruence classes or partitions.

The influence of page selection on cache indexing has been observed and studied since the
late 80’s and early 90’s [104, 125, 177]. These studies prompted the concept of page coloring. Page
coloring consists of classifying pages that belong to the same cache congruence class and, there-
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fore, map to the same portion of the cache. Studies have modified operating system page alloca-
tors to use page coloring, showing performance improvements due to reduced mapping conflict
misses [37, 104, 117].

In the late 90’s, the same technique was used for software cache partitioning. If the page al-
locator enforces the use of the same cache congruence class (page color), portions (or all) of the
application virtual address space can be restricted or isolated to a subset of the processor cache.
In essence, each cache congruence class is deterministically mapped to a subset, or partition, of
the cache. In this view, the software system can manipulate each of the different possible cache
partitions through careful page allocation.

The first application of software cache partitioning through page coloring was presented by
Andrew Wolfe [202]. In his work, Wolfe proposed partitioning the cache to achieve predictable
performance in preemptible real-time systems. By ensuring that the cache content of preempted
real-time applications remains intact, the partitioning minimized the interference of preemption
on the application’s performance. Software cache partitioning for real-time systems has gained
attention by the community in subsequent work [118, 136, 159, 192].

In recent years, there has been a resurgence of software cache partitioning due to the commer-
cial impact of chip-multiprocessors (CMP). Many chip-multiprocessor configurations produced
are designed with shared higher level caches (L2/L3). Due to sharing, applications can interfere
with each other, potentially affecting the performance of the applications involved [43, 186, 188].
The computer architecture community has been actively studying and proposing alternatives to
attack the observed interference; however, a no solution has been implemented of commercial
hardware. Software cache partitioning has been proposed as a solution to shared cache interfer-
ence [52, 156, 185, 186, 188]. Although software based cache partitioning is less flexible and incurs
higher overhead than hardware solutions, it is very attractive as it can be implemented on current,
widely available CMPs.

As we discuss in Chapter 3, we use page-coloring and the ability for the operating system to
divide the cache into partitions as the basis of the software pollute buffer. A significant differencewith
the previous work described in this section, and the work described in Chapter 3 is that previous
have used cache partitioning to isolate performance interference between applications (i.e., inter-
application interference). In our work, we show how cache partitioning can be used to improve
caching of a single application, by reducing intra-application interference.

2.2.6 Operating System Interference

In Chapter 4, we revisit the topic of the effects of operating system execution on application per-
formance, but from the perspective of the processor and attendant memory and cache hierarchies.
We have gained much insight from previous studies on this topic [4, 11, 45, 42, 130]. Specifically,
server applications, which make extensive use of operating system services such as I/O, memory
allocation, and inter-process communication, are known to bemore sensitive to the performance of
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operating systems kernels. In Chapter 4, we study the impact that the multiplexing of application
and operating system execution has on overall performance. We focus on analyzing the impact of
this type of execution on the processor, with detailed information about the effects of various per-
formance sensitive processor structures. We believe the analysis we provide brings new insights
to the issue of operating system interference on application performance.

With the popularity of high performance network devices in the 90s, the implementation of
networking within the operating systems started to become a bottleneck. In particular, interrupt
based processing and scheduling was shown to lead to performance degradation or even livelock
the operating system [67, 132]. Druschel et al. propose the use of lazy receiver processing (LRP)
to minimize both the amount of interrupt handling and context switches between the operating
systemand application [67]. Mogul et al. propose the use of both interrupts andpolling to eliminate
potential livelock [132]. By default, interrupts are used to process incoming requests, however, if a
certain interrupt rate threshold is reached, their systemdisables interrupts and falls back to polling.

Mohit and Druschel proposed a new operating system facility, called Soft Timers, that enables
cheap polling at microsecond granularity [11]. This facility proved to improve performance of
network processing. Other researchers have also explored mechanisms to reduce interference of
network processing on application execution [5, 35, 76, 158, 173]. The basic mechanisms behind
the Soft Timers facility, namely, removing interrupts in the favor of periodic polling, along with
batching device driver execution, have inspired the work presented in Chapter 4 (exception-less
system calls). While the Soft Timers technique addressed the interference of I/O interrupts, along
with the attendant execution of the interrupt handler, our work deals with the other principal
source of entry to the operating system: the system call interface. In practice, we believe operating
systems should support both techniques to support asynchronous execution of operating system
work, whether triggered by I/O devices or application requests.

Computation Spreading, proposed by Chakraborty et al., utilizes the abundance of on-chip
resources of modern multicores by allowing the hardware to automatically migrate computation,
to specialize cores [42]. They introduced processor modifications to detect similarity of execution
of different threads and to allow for hardware migration of threads. The evaluation of their work
focused on separating user and kernel execution onto different cores. Their findings indicate that
application and operating system execution cause negative interference in various performance
critical processor structures.

Explicit off-loading of select OS functionality to dedicated cores has also been studied for per-
formance and power reduction in the presence of single-ISA heterogeneous multicores [140, 141,
131]. One challenge of these proposals is that they rely on expensive inter-processor interrupts
(IPI) to offload system calls, making it difficult for potential improvements in locality to outweigh
the overhead of the inter-processor interrupt.

At a high-level, the exception-less system call proposal, particularly the thread-based version
of our proposal (Chapter 5), is similar to Computation Spreading in that they both advocate for
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scheduling application and operating system work on separate cores in order to improve locality
of execution. However, we believe that scheduling, particularly multi-processor scheduling, and
system call execution are fundamentally tasks that should be performed at the operating system
level. There are a few techniques employed by Computation Spreading to overcome the fact that
it is implemented at the hardware level and these techniques limit the applicability of Compu-
tation Spreading. The requirement for these techniques indicate that the operating system layer
is better suited to implement scheduling of operating system work. For example, Computation
Spreading requires that processors implement several hardware threads in order to migrate vir-
tual CPUs fromone physical core to another transparently to the operating system, without leaving
some cores idle. Further, migrating threads on every mode switch is impractical to do on modern
hardware. The current mechanism for inter-core notification, inter-processor interrupts (IPI), is
expensive, yielding overheads in the order of thousands of processor cycles. The overheads associ-
ated with expensive inter-core notification are neither addressed qualitatively nor simulated in the
experiments presented [42]. Finally, scheduling work at the operating system level provides more
flexibility than in hardware. For example, we show that exception-less system calls can be used to
provide significant performance improvements when execution is restricted to a single core, which
would be difficult to do with an OS transparent approach.

2.2.7 Optimizing Software Communication: IPC and System Calls

Aset of operating system services that have been traditionally considered to be performance critical
are the primitives used to communicate between protected domains. Example primitives are inter-
process communication (IPC), remote procedure calls (RPC), system calls, shared memory, and
signals.

In the context of micro-kernels, IPC implementations and their performance has been widely
studied [26, 27, 48, 64, 84, 115]. Some of the optimizations used to reduce the cost of IPC include: us-
ing hardware registers for short messages, using hand-off scheduling techniques for synchronous,
and fast, transfers of control, and using shared-memory in conjunction with polling.

Of particular interest to our work is the IPC primitive proposed by Gamsa et al. for the Tornado
operating system, called Protected Procedure Call (PPC) [84]. The Tornado PPC was specifically
designed to perform well on multi-processor systems, avoiding global locks or accessing shared
data. They employ a “worker thread” model where control is transferred from the caller to one of
the worker threads executing within the server.

A similar IPC mechanism, used to communicate between two user-level processes, is the user-
level remote procedure call (URPC) mechanism introduced by Bershad et al. [27]. In URPC, the
operating system provides shared memory that is used to communicate requests. In addition,
URPC uses light-weight threads to poll the shared memory region and execute pending requests,
consequently bypassing the operating system kernel in user-to-user communication.

As we describe in Chapter 4, the exception-less system call mechanism can be considered as
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an asynchronous inter-domain messaging system which has been adapted specifically for system
call communication. Conceptually, it shares elements, and was inspired by, the Tornado PPC and
URPC mechanisms. Specifically, the use of light-weight threads to process messages from a sep-
arate domain is similar to both the above-mentioned projects and our exception-less system call
mechanism.

A principle goal behind exception-less system calls is to reduce the costs associated with a
specific type of communication: the communication between applications and operating systems.
This communication has traditionally been encapsulated as a standardized interface known as
system call. In the remainder of this section, we outline some techniques that aim to reduce the
overhead of mode switching, which is one of the costs associated with system calls. As we show
in Chapter 4, there are other overheads inherent to traditional system calls that are not addressed
by these studies.

Specific to reducing the costs of system calls, which requires switching protection domains,
are multi-calls. Multi-calls are used in both operating systems and paravirtualized hypervisors as
a mechanism to address the high overhead of mode switching. Cassyopia is a compiler targeted
at rewriting programs to collect many independent system calls, and submitting them as a single
multi-call [157]. An interesting technique in Cassyopia is the concept of a looped multi-call where
the result of one system call can be automatically fed as an argument to another system call in the
same multi-call. In the context of hypervisors, both Xen and VMware currently support a special
multi-call hypercall feature [18, 193].

Another strategy for reducing the number of domain crossings is to execute application code
within the context of the kernel [29, 71, 72, 89, 153, 171, 178]. The challenge with executing user
provided code in the kernel context are implications to security and reliability of the operating
system. Several proposals restrict to use of extensions to specific type-safe languages that can be
verified at run-time, other proposals use an in-kernel interpreter to execute extension code, while
others use sandboxing through binary rewriting along with verifiers to guarantee the isolation of
the extension.



Chapter 3

Software Pollute Buffer

It is well recognized that the least recently used (LRU) replacement algorithm can be ineffective
for applications with large working sets or non-localized memory access patterns. Specifically, in
processor caches, LRU can cause cache pollution by inserting non-reuseable elements into the cache
while evicting reusable ones. In this chapter, we explore an operating system technique to improve
the performance of applications that exhibit high miss rates of secondary processor caches.

A principal insight behind our technique is that, for certain applications, access patterns are
distinct for different regions of an application’s address space. In the case that one of the regions
exhibits LRU unfriendly access patterns, there is potential for intra-application interference in the
cache hierarchy where data of a low reuse region evicts data of a high reuse region. In this chap-
ter we establish two properties of memory intensive workloads: (1) applications contain large-
spanning virtual memory regions, each exhibiting a uniform memory access pattern, and (2) at
least one of the regions does not temporally reuse cache lines.

The work presented in this chapter addresses secondary-level cache pollution resulting from
intra-application interference through a dynamic operating systemmechanism, calledROCS, requir-
ing no change to underlying hardware and no change to applications. ROCS employs hardware
performance counters available on commodity processors to characterize application cache behav-
ior at run-time. Using this online profiling, cache unfriendly pages are dynamically mapped to a
pollute buffer in the cache, eliminating competition between reusable and non-reusable cache lines.
The operating system implements the pollute buffer through a page-coloring based technique, by
dedicating a small slice of the last-level cache to store non-reusable pages. Measurements show
that ROCS, implemented in the Linux 2.6.24 kernel and running on a 2.3GHz PowerPC 970FX, im-
proves performance of memory-intensive SPECCPU 2000 andNAS benchmarks by up to 34%, and
16% on average.

34
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3.1 Introduction

Cache pollution can be defined as the displacement of a cache element by a less useful one. In the
context of processor caches, cache pollution occurs whenever a non-reusable cache line is installed
into a cache set, displacing a reusable cache line, where reusability is determined by the number
of times a cache line is accessed after it is initially installed into the cache and before its eviction.

Modern processor caches are designed with the premise that recency ordering serves as good
prediction for subsequent cache accesses. Hence, caches typically install all cache lines that are
accessed by the application, expecting subsequent accesses to the same lines due to temporal and
spatial locality in the application’s access pattern. Moreover, hardware data prefetchers are widely
used to populate caches by tracking sequential or striding access patterns to predict future accesses.

Both LRU caching and prefetching have been shown to be effective for the performance ofmany
applications. As such, these techniques have been incorporated into processor design for decades.
However, it has also been noted that these two techniques can perform poorly for some access
patterns found in real workloads. In essence, the mispredictions that occur in LRU caching and
prefetching are responsible for cache pollution, where lines are brought into the cache with the ex-
pectation of timely reuse, but which in fact are not accessed in the near future, replacing potentially
more useful cache lines.

The computer architecture community has extensively studied the problem of cache pollution
caused by both LRU placement and prefetching. Numerous enhancements to the memory hierar-
chy have been proposed and shown to be effective in mitigating the negative performance impact
of cache pollution [68, 85, 99, 120, 149, 150, 154, 191]. Unfortunately, however, modern processors
continue to be shippedwith little or no tolerance to secondary-level1 cache pollution. The goal of the
work presented in this chapter is to address secondary-level (L2, in this study) cache pollution caused by LRU
placement and prefetching, providing a transparent, software-only solution. We focus on the design of a
run-time cache filtering technique at the operating system level that can be deployed on current
processors.

The main insight this work builds upon is that coarse-grain (page-level) cache behavior is in-
dicative of cache line behavior for the lines within the page, especially as it relates to pollution be-
havior. We show how it is possible to monitor and characterize cache pollution at page granularity
using commodity hardware performance counters. With a full cache profile of an application’s
address space, we can identify per-page cache pollution effects from the observed miss rates.

We introduce the concept of a software-based pollute buffer, implemented in secondary-level
caches for the purpose of hosting application data likely to cause pollution. In essence, the pol-
lute buffer is used to reduce the intra-application interference observed in several memory intensive
applications. We exploit the use of the pollute buffer in conjunction with online cache profiles to

1In this work, secondary-level caches refers to the levels of caches below the first level cache (L1), which have larger
capacity and longer access latencies than the L1 cache.
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Figure 3.1: Cache indexing of physical addresses in the PowerPC 970FX processor, with 128B cache
lines, L2 cache with 512 sets, and 4KB pages.

improve the performance of memory intensive applications.
Wedescribe our implementation of aRun-timeOperating systemCache-filtering Service (ROCS),

in the context of the Linux kernel. Running on a real PowerPC 970FX processor, we evaluate its
benefits, showing performance improvements of up to 34% on workloads from SPEC CPU 2000
and NAS, and an average of 16% on 7 memory intensive benchmarks from these suites. We also
show that, in addition to reducing L2 cache miss rates of application data, mitigating cache pollu-
tion can benefit performance by reducing the L2 cache miss rate of performance critical meta-data,
such as page-tables.

3.2 Background

In this section we provide a brief background on the two essential components used in this work:
software cache partitioning and hardware performance counters. We leverage the concept of soft-
ware cache partitioning to implement a software-based pollute buffer in the last-level cache. In ad-
dition, we make unconventional use of hardware performance counters to obtain online cache
characterization of the target application’s memory pages.

3.2.1 Software Cache Partitioning

An introduction to software cache partitioning was given in Section 2.2.5. For the convenience of
the reader, we summarize the key concepts in this section, and, in addition, we illustrate, through
a simple example, how the operating system can use page-coloring to create logical partitions in
physically indexed caches.

Software partitioning of physically indexedprocessor caches (e.g., L2 andL3) is possible through
operating system page-coloring [118, 125, 177, 202]. In physically indexed caches, physical ad-
dresses of data are used to map data into cache sets. The hashing function used for indexing into
the cache must utilize enough bits from the address to be able to index anywhere into the cache.
Due to the relatively large size of current caches, the number of bits required is larger then the num-
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ber of page offset bits, as shown in Figure 3.1. As a consequence, the choice of virtual to physical
mapping influences the specific cache sets which store application data.

Conceptually, the set of pages which share the indexing bits above the page offset form a con-
gruence class. Each congruence class is mapped to a fixed partition of the cache. The number of
congruence classes available is equal to 2n, where n is the number of bits used for cache hashing
above the page offset. In the case of the processor used in this study, the PowerPC 970FX, the L2 is
organized into 512 sets, resulting in log2(512) = 9 bits used for indexing. The four most significant
of those bits can be used to determine congruence classes. As a consequence, the operating system
can control 24 = 16 different cache congruence classes or partitions.

A concrete example of L2 cache partitioning through operating system level page coloring is
shown in Figure 3.2. We depict 3 of the 16 possible partitions (for the case of the PowerPC processor
used in this study) of the L2 cache. The left most partition is indexed by physical pages whose
addresses are in congruence class 0 (i.e., page address modulo 216 is equal to 0). This is the case for
the two physical pages with address 0x10000 and 0x20000. The next cache partition is indexed by
physical pages with addresses in congruence class 1, which is the case for the page shown in the
diagram with address 0x51000. Finally, the right most cache partition in the diagram is indexed
by pages with congruence class 15; one such page is depicted with address 0x5f000.

Despite the fact that the indexing of physical addresses is fixed in hardware, the operating
system can use the virtual memory system of modern processors to control where portions of
application’s address space map to, in the cache. As shown in Figure 3.2, two consecutive pages
in the virtual address space can be controlled to map to the same cache partition (e.g., the two left-
most pages of the virtual address space in the diagram). Alternative, two consecutive pages in the
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virtual address space can be controlled to map to different cache partitions (e.g., the two right-most
pages of the virtual address space in the diagram).

3.2.2 Hardware Performance Counters

Processor manufacturers have equipped modern processors with performance monitoring units
(PMU). These are exposed to system software in the formof hardware performance counters (HPCs)
and attendant control registers. The PMU can be programmed to count a wide range of micro-
architectural events, including committed instructions, branchmispredictions, and L1/L2 hits and
misses. Depending on the specific processor, PMU events that can be captured can number in the
hundreds. However, the number of physical HPCs is much lower, typically less than 10, limiting
the number of events that can be monitored concurrently.

HPCs can be read either through polling or through interrupts. For fine-grained monitoring,
where performance characterization of a small time-slice or section of code is desired, the monitor-
ing software can poll the content of the HPCs at the beginning and end of the slice. Coarse-grained
monitoring, on the other hand, is done by programming the PMU to generate an interrupt when an
HPC overflows. The operating system can then notify monitoring software, or simply accumulate
the values.

Instruction sampling, a technique used by profiling software such as DCPI [6], Oprofile 2, and
VTune 3, also uses hardware performance counters. For instruction sampling, the PMU is pro-
grammed with a sampling threshold and an interrupt is raised every time the threshold number
of events of a specified type occur in the processor. Profiling software then attributes the event to
the instruction of the current application program-counter, resets the HPC and continues to pro-
file. After many samples, it is possible to determine the contribution of each instruction in the
occurrence of the programmed event.

The wide-spread use of aggressive out-of-order processors has made interrupt-based instruc-
tion sampling less accurate. Since performance monitoring interrupts are imprecise, it is difficult
to determine the exact instruction and/or address which triggered an event. This motivated Pro-
fileMe, which attempts to provide accurate sampling bymarking a single instruction in the pipeline
and reporting events triggered by that instruction [59]. The PowerPC processor used in our work
supports a similar mechanism, called instruction marking. Modern x86 architectures have also re-
cently adopted precise marking of instructions throughout the pipeline; in the Intel architecture,
the facility is called precise event-based sampling (PEBS) [183], and in the AMD architecture, the
facility is called instruction based sampling (IBS) [66].

The biggest disadvantage of instruction marking is that of low recall: only a small subset of the
instructions which cause an event of interest are profiled. This comes from the fact that only one
instruction can be marked in the pipeline at a time. While the marked instruction is traversing the

2http://oprofile.sf.net/
3http://www.intel.com/cd/software/products/asmo-na/eng/vtune/

http://oprofile.sf.net/
http://www.intel.com/cd/software/products/asmo-na/eng/vtune/
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pipeline, other instructions of interest may be concurrently executing and will pass undetected.
Another contributor to low recall is the fact that marking occurs early in the pipeline, typically
in the fetch unit. At that stage, it is not yet possible to determine if the marked instruction will
cause any of the events of interest. In the case that it does not, the PMU must wait for the current
instruction to commit before a next instruction can be marked.

3.3 Address-Space Cache Characterization

Our dynamic cache-filtering mechanism is based on run-time, page level cache characterization.
Our system uses address-space cache profiles to identifymemory pages that cause secondary-level
cache pollution. In this section, we demonstrate how hardware performance counters can be used
to build cache behavior profiles at page granularity. In addition, we present the characterization
of 8 benchmarks from the SPEC CPU 2000 benchmark suite, providing insights for the creation of
our software pollute buffer. We provide evidence that these workloads exhibit cache pollution that
can be accurately identified at page granularity.

3.3.1 Exploiting Hardware Performance Counters

To obtain page-level L2 cache profiles of applications, we built a Linux kernel module which uses
the PMU of the processor. In essence, the monitoring module identifies the data addresses of load
requests that miss the L1 data cache, as well as the level of the cache hierarchy in which the data
was found (either the L2 or main memory on our hardware).

The kernelmodule configures the PMU tomark instructions that accessmemory (load and store
instructions) for monitoring, as described in Section 3.2.2. We specifically target loads that miss
the L1 data cache (i.e., L2_HITS and L2_MISSES) so that a PMU interrupt is generated on every
such event. For every PMU interrupt received, the module determines which HPC overflowed to
determine from where the cache line is being fetched. It also reads the address provided by the
sampled-address data register (SDAR) to obtain the virtual address of the cache access. In the PowerPC
architecture, the SDAR provides the data address of the last marked load/store instruction, which
in the case of our PMU configuration, will contain the loaded data address that caused the PMU
interrupt.

Our module assembles page-level statistics on the addresses sampled, and creates a cache pro-
file for each targeted address space. Each profile contains miss rates, as well as the proportion
of accesses attributed to each virtual page in the address space. In essence, our profiling module
performs accurate data sampling of L2 cache events. This technique is analogous to the widely used
instruction sampling.

One issue with the approach described above is that aggressive interrupt handling affects the
accuracy of the profiles generated since the PMU interrupt handler itself introduces L1 pollution.
When handling an interrupt on an L1 miss, the data items used by the interrupt handler can cause
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(hot) application data to be evicted to the L2. If the evicted line is still hot, it will immediately be
fetched from the L2, adding artificial L2 hits for some pages in the profile.

To eliminate the effects of interrupt handling interference, we throttle the rate of interrupts so
that hot cache lines evicted from the L1 by the interrupt handler have time to be brought back into
the L1 by subsequent application accesses. We have empirically verified that for memory intensive
SPEC CPU 2000 benchmarks, interrupt rates lower than 1 interrupt per 5K to 10K cycles cause
minimal impact to the cache profile.

A second potential issue affecting the accuracy of data sampling based profiling is the impre-
cise nature of PMU interrupts. As discussed in Section 3.2.2, it is generally hard to determine the
address of the load/store instruction which missed in the L1 cache. Therefore, we rely on instruc-
tionmarking to accurately determine the data address of the L1miss. Because instructionmarking
tracks a single instruction at a time andmust track the complete life cycle of the instruction through-
out the pipeline, from fetch to commit, concurrent instructions that access L2 can execute without
being monitored. As a result, with instruction marking we have observed low recalls (as low as
to 10%) in memory intensive workloads; meaning that sometimes we are only able to track 1 in 10
accesses to L2.

Fortunately, the profile we construct is statistical in nature and is used to compare the cache
behavior of different pages, so the absolute values of cache accesses is not necessary. So the low
recall of instructionmarking is not an obstacle to construct our profiles, given that random samples
are sufficient. Furthermore, as discussed above, to avoid the imprecisions in the profile due to L1
pollution, we target interrupt frequencies lower than once every 5 to 10K cycles. The 10% worst
case recall rate that we observe is more than sufficient for our targeted interrupt frequency.

3.3.2 Empirical Simulation-based Validation

In this section, we present experimental results to show that the information collected using the
hardware performance counters is sufficiently accurate to identify distinct access patterns within
an application’s address space. Wepresent results from simulation-based experiments, using SPEC
CPU 2000 workloads, focusing on their cache behavior at a per page granularity. We visually com-
pare the address space profiles collected through simulationwith profiles collected using hardware
performance counters, as described in the previous section.

The simulation experiments were executed using the Simics full-system simulator [126]. We
implemented a cache module that receives all cache accesses from the Simics simulator. With this
module, we were able to characterize the application address space with respect to cache miss
ratios. The parameters used in the simulated base-line cache are displayed in Table 3.1. These
parameters were chosen to imitate the PowerPC 970FX processor, which is the processor we used
as our experimentation platform to evaluate ROCS.

For the purpose of this study, we have not included timing information or detailed out-of-
order processor execution. Our goal was only to observe access patterns present in workloads.
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Cache line size 128 B
L1 i-cache size 64 KB

associativity 2-way
L1 d-cache size 32 KB

associativity 2-way
L2 size 512 KB

associativity 8-way

Table 3.1: Cache parameters used in base-line simulation experiments. Thesewere chosen tomimic
the PowerPC 970FX processor.

Although out-of-order execution can show changes in cache access patterns, particularly when
introducing concurrency in access streams, it is unlikely that it will affect per page cache miss
ratios in a significant way.

Theworkloads used in these experiments were benchmarks from the SPECCPU 2000 suite. We
chose benchmarks that exhibit high L2 miss ratios (i.e., applications that are memory-intense). For
applicationswith lowL2miss ratio, our technique cannot provide any performance improvements,
as these do not suffer adverse effects from cache pollution. The specific benchmarks chosen were:
ammp, art, mgrid, and swim. Finally, for the simulated experiments, we skipped the first 1 billion
instructions for application initialization and warm-up. Thereafter, we measured the subsequent
1 billion instructions.

Figures 3.3 to 3.6 show cache miss profiles of virtual address spaces the four applications. For
each profile the x-axis represents a compaction of the virtual address space, and not the entire
32-bit address, for improved visualization. We sort virtual addresses of pages available in the
corresponding trace, and renumber these sequentially. The y-axis displays the number of accesses
that are hits, at the bottom, and misses, stacked on top.

In all figures we depict two graphs. The bottom-most graph corresponds to data collected
during the execution of 1 billion instructions within the cache simulator, and should serve as a
reference. The top-most graph corresponds to the data collected by our kernel module using the
hardware monitoring unit, when monitoring during 4 seconds of execution of the application.

The graphs indicate that sampled hardware monitoring provides a characterization of the ad-
dress space similar that of the simulation-based results. There are two notable differences between
the two graphs: the range of virtual addresses, represented by the x-axis of the graphs, and the
number of accesses observed by each page, represented by the y-axis. The reason behind the vari-
ations in both of the axes stems from the fact that with sampling some information is lost. In the
case of the differences between the range of virtual addresses, the sampled profile can miss pages
that are accessed only a few times. As a result, the profiles using sampled data contain less virtual
pages. This does not pose a problem since pages that are accessed seldomly are unlikely to be a
significant source of cache pollution. With respect to the total number of accesses, the sampled
monitoring, by definition, does not capture all accesses to L2. For this reason, we observe between
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Figure 3.3: Virtual page cache access characterization of AMMP. The top graph shows 4 seconds
worth of sampling on hardware, and the bottom graph shows simulation of 1 billion instructions.
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Figure 3.4: Virtual page cache access characterization ofART. The top graph shows 4 secondsworth
of sampling on hardware, and the bottom graph shows simulation of 1 billion instructions.
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Figure 3.5: Virtual page cache access characterization of MGRID. The top graph shows 4 seconds
worth of sampling on hardware, and the bottom graph shows simulation of 1 billion instructions.
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10x to 30x less points when sampling than the actual number of cache accesses. However, in these
profiles we are not interested in total number of accesses to each page, but rather, that the per page
relative miss ratio is preserved.

There is one case, swim, where the sampled monitoring graphs exhibit different shapes than
the simulation-based one. For swim (Figure 3.6), the hardware sampling misses a large number
of pages that have relatively low number of accesses (pages with less than 400 accesses in the
simulation-based plot). However, we have annotated the graph with the actual virutal addresses
that delimit the region of memory with high miss ratios. Fundamentally, the region of memory
identified as cache polluting with continuous monitoring is also correctly identified with sampled
monitoring.

3.3.3 Page-Level Cache Behavior

Page-level profiling is oblivious to potential miss-rate4 variances of cache-lines within a page.
Nonetheless, we demonstrate that profiling at page granularity provides insights on the appli-
cation cache behavior at run-time. We show, in the next section, how page-level profiling can help
identify pages that cause cache pollution. In addition, we analyze the cache profile of the art bench-
mark, as a case study, showing how the profile relates to art’s source code.

Classifying Pollution

An essential function of our cache filtering system is to classify pages with low and high reuse of
cache-lines, such that it is possible to determine which pages should have restricted cache access.
Previous work attempted to classify cache pollution, at cache line granularity, based on single-use
or zero reuse of cache lines [149, 154].

Given the lack of fine-grained monitoring in commodity hardware, we make the simplifying
assumption that the L2 miss rate of a page directly correlates to how much it pollutes the cache.
The empirical justification is that pages with high miss rates experience little benefit from being
cached, since each miss results in an eviction of a potentially useful cache-line. That is, pages with
high miss rates cause high rates of cache-line evictions.

The per-page miss rate can be viewed as an inverse measure of the probability of reusing a
cache block of the page after its insertion in the cache. We show in Section 3.6 that pages with low
probability of reuse (1) have limited benefit from caching and (2) negatively impact pages with
high probability of reuse. Our approach uses this assumption to constrict the caching of pages
with low reuse probability, consequently increasing the effective cache space for pages with higher
probability of reuse.

Figure 3.7 shows the distribution of per-page miss-rates for 8 memory intensive workloads
from the SPEC CPU 2000 benchmark suite over the entire execution of the application. The graphs

4In this work, L2 miss rate is defined as the number of L2 misses divided by all L2 requests.
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Figure 3.7: Page-level L2 cache miss rate characterization. The histograms show per-page distribu-
tion of miss rates.
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Figure 3.8: Page-level L2 cache miss rate characterization for art. The histogram shows a compact
view of the address space, each bar representing accesses (hits and misses) to a page.

show that it is possible to identify a significant number of pages that exhibit high miss rates, and
therefore, are likely to cause pollution in the cache. From the graphs shown, the only benchmark
which does not show a large proportion of pages with high miss rates is mcf.

Case Study: art

We show that for some workloads cache miss behavior can be characterized at an even coarser
granularity than pages, using the art benchmark. Figure 3.8 shows an example of the collected
cache profile for the entire execution of art, depicting a compact view of its address space. In the
profile, both the total number of accesses and the miss rates are shown for each page.

Art implements a neural network for image recognition. The significant data structures of art
are comprised of three 2-dimensional arrays: f1_layer, an array of neurons, and; tds and bus, ar-
rays of weights. In the profile shown, there are two large memory regions with distinct L2 cache
behavior. The contiguous memory region to the left (pages 100 to 600) contains the two arrays: bus

and tds. Accesses to these two arrays correspond to 39% of all accesses to L2 and their pages obtain
an 81% miss rate in the L2. The rightmost memory region (pages 620 to 780) contains the f1_layer

array. This regions corresponds to 56% of all L2 accesses and has an average miss rate of 42%.
This profile shows that the leftmost memory region (bus and tds) does not benefit significantly

from the L2 cache. On the other hand, the benefit from caching the rightmost memory region is
visibly higher. As we will show in our evaluation, limiting the L2 cache space of bus and tds arrays
improves the cache hit rate of f1_layer by preventing L2 pollution and consequently improving the
overall L2 hit rate and application performance.

This example provides an important insight: many applications contain distinct memory re-
gions, each with its own uniform cache behavior. These regions are sufficiently coarse-grain so
that page-level cache management is applicable. Coarse-grain tracking and management of mem-
ory has been observed before in the literature for improving snoop-coherence and data prefetch-
ing [52, 206]. This work confirms that the same observation applies to caching behavior.
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Figure 3.9: Page-level L2 cache miss rate characterization for wupwise, with and without prefetch-
ing.

Prefetching Interference

Modern high performance processors employ data prefetchers in order to minimize access latency.
Due to their significant performance benefits, data prefetchers have been implemented in multiple
levels of the memory hierarchy. The L1 data prefetcher implemented in the PowerPC processor,
although quite simple, is able to significantly improve performance of programs with sequential
memory references.

For characterizing cache behavior, and specifically for classifying cache pollution of pages based
on cachemiss rates, the prefetcher poses twoproblems. The first problem is the existence of invisible
lines. Cache lines from pages that are prefetched into L1, although occupying entries of the L2, are
not fully counted in the profile, because the profile is based on the source resolution of demand
loads that miss L1, leading to a perceived lower occupancy in the L2.

The second problem is that of artificial hits. An artificial cache hit occurs when prefetching
from memory is not timely enough to bring the line to L1, but timely enough for L2 insertion. As
a consequence, an L1 miss occurs, which is satisfied from the L2. This causes L2 cache hits to be
incorporated into the profile even though these hits are not a result of cache line reuse, but a result
of prefetching. Effectively, artificial hits make pages appear to be more reusable than they are and,
therefore, they appear to benefit from caching.

Ironically, the opposite conclusion should be drawn from highly prefetchable pages. For pages
that exhibit hits from prefetching, caching becomes less important for hiding memory access la-
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tency. For overall performance, it may be better to give pages that are not prefetchable higher
priority in the cache. In addition, prefetching can bring useless lines into the cache when pre-
fetch predictions are too aggressive, thus causing pollution. The possibility of pollution is another
reason why prefetchable pages should have restricted cache access. Unfortunately, the hardware
monitoring unit available in the processor we used (PowerPC 970) does not provide prefetch in-
formation about specific memory accesses, thus making it difficult to generate profiles containing
pretech behavior of memory ranges or pages.

To overcome these issues, instead, we disable the hardware data prefetcher while generating
cache profiles, but enable it for the remainder of the application. To illustrate both problems men-
tioned above, Figure 3.9 shows the memory profile of the wupwise benchmark with and without
prefetching. The eight rightmost memory regions starting at virtual page index 20000 have signif-
icantly different characteristics depending on whether prefetching is enabled or not; prefetching
reduces the perceived occupancy in L2 (invisible lines), and increases perceived reuse probability
(artificial hits).

3.4 Software-Based Cache Pollute Buffer

The insights from the previous section motivate cache management at memory page granular-
ity. For this purpose, we have designed a software-based cache pollute buffer. The pollute buffer
provides a mechanism to restrict specific memory pages, deemed to pollute the cache, to a small
partition of the cache. It is meant to serve as a staging space for cache lines that exhibit bursty or
no reuse before eviction. By restricting cache unfriendly pages to the pollute buffer, we eliminate
competition between pages that pollute the cache and pages that benefit from caching.

In our system, the pollute buffer is implemented with software-based cache partitioning. We
do so by dedicating a single partition of the L2 to act as the pollute buffer. Figure 3.10 illustrates
the design of the pollute buffer using page-coloring. As described in Section 2.2.5, this is possible
by allocating physical pages for polluting virtual pages that map to a specific section of the cache,
whose cache indexing bits are in the same congruence class.

An inherent property of the pollute buffer is that, since it uses a partition of the last-level cache,
it is amenable to (1) errors in the classification of pages with respect to pollution, and (2) variances
in the miss rate of individual cache lines of a pollute page. The pollute buffer, although small in
size, continues to allow hits on frequently accessed cache lines since the LRU replacement policy
remains unchanged. After all, the pollute buffer is part of the last-level cache.

In order to manage cache pollution at run-time, our system requires moving application pages
from one cache partition to another (from the non-pollute part of the cache to the pollute buffer, or
vice versa). To perform this task, wemust copy the content of the virtual page from the old physical
page to a newly allocated physical page that maps to the target partition of the cache. This involves
(1) allocating a new empty page that maps to the desired partition, (2) removing the appropriate
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Figure 3.10: Representation of a software pollute buffer. The software pollute buffer is implemented
by dedicating a partition of a secondary level cache to host lines from pages that cause cache pollu-
tion. To implement the pollute buffer, we exploit a well-known operating system technique called
page coloring. At a high level, the operating system can map application virtual pages (top box) to
a selected set of physical pages. These physical pages are selected based on their address so that,
according to the indexing function of the secondary cache, the content of the pages will occupy a
fixed, and small, partition of the cache.

page-table entry in the application page-table, potentially flushing a TLB entry, (3) performing a
physical page copy, and (4) reinserting the page-table entry, with the physical address of the new
page.

3.4.1 Kernel Page Allocator

For our implementation, wemodified the Linux kernel page allocator to efficiently allocate physical
pages so that they map to specific partitions of the cache. Default Linux relies on two structures to
manage free pages for allocation. Each processor contains a local list of recently freed (hot) pages
for fast allocation. A global structure, managed through the buddy allocator algorithm, contains
the majority of free pages [109]. The buddy structure is organized as a binary tree that clusters
contiguous physical pages hierarchically. The leaf nodes (0-order) contain single pages, the next
level (1-order) contains clusters of 2 physically contiguous pages, and so on. This organization
allows for fast allocation of physically contiguous pages, which are needed by devices that do not
support virtual memory.

Our modified Linux splits both the CPU and buddy allocator lists into 16 lists; one list for each
partition of the L2. When populating the list with a new free page, the physical address of the
page is used to determine the correct list to use. To satisfy new page allocation requests that map
to a specific cache partition, the allocation can be quickly serviced by removing a page from the
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appropriate free-list. In cases where the allocation specifies multiple allowed partitions, round-
robin is used between the lists, emulating bin-hopping [104].

3.5 Run-Time OS Cache-Filtering Service

In the previous two sections, we presented page granularity cache characterization and the concept
of a software-based cache pollute buffer. With these two constructs, we now describe ROCS, our
implementation of a run-time operating system cache-filtering service. We show how onlinemem-
ory page cache profiles can be collected and used to determine which application pages should be
mapped to the pollute buffer.

3.5.1 Online Profiling

In Section 3.3 we presented a collection of address space cache profiles. The profiles shown were
gathered from complete execution runs. Unfortunately, this is impractical to do for run-time soft-
ware cache management, as the overhead is prohibitively high: profiling involves recording L1
misses through an operating system interrupt handler where each interrupt entails a complete
pipeline flush, interrupt delivery, fetch of interrupt handling code and execution of the handler
itself.

Figure 3.11 shows the overhead, in terms of execution time slowdown, of art with varying in-
terrupt frequencies. As discussed in Section 3.3.1, unrestricted monitoring of L1 misses distorts
profiling as the interrupt handler evicts application data from L1. Fortunately, interrupting every
5 to 10 thousand cycles has a two-fold benefit: more precise L2 characterization (as explained in
Section 3.3.1) and significantly lower overhead. Unfortunately, overheads of 15-65% are still pro-
hibitive for online cache reconfiguration.

To reduce overhead, ROCS uses phase-based sampling. Application cache profiles are gath-
ered for a short period of application execution. During each period, we profile with the smallest
threshold that yields acceptable accuracy (5K cycles). We use this sample profile as a representa-
tion of the current application phase. Further samples are taken when a coarse-grain phase change
is detected. Phase changes can be cheaply monitored with hardware performance counters, by
measuring, for example, IPC or the L2 misses per kilo instructions (MPKI) of the application [175].
Since only coarse-grain phases are tracked, the IPC may be computed every 1 billion cycles, which
incurs negligible overhead (one interrupt per billion cycles).

It is important to note that ROCS, as an operating system component, is able to solely target
processes or threads that exhibit high L2 miss rate. When non-targeted threads are scheduled,
profiling can be disabled or restricted to monitoring L2 miss rate. In this way, no overhead is
observed for application threads exhibiting low L2 miss rates.
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Figure 3.11: Overhead sensitivity of monitoring art. The graph shows the slowdown of execution
with different interrupt thresholds when profiling cache accesses. Light colored bars show the
slowdown of execution when the hardware prefetcher is disabled.

3.5.2 Dynamic Page-Level Cache Filtering

Given a page-level cache profile, a fundamental challenge is to identify which pages should be
restricted to the pollute buffer in order to improve application performance. Addressing this chal-
lenge requires predicting the effects of restricting pages to the pollute buffer. This is analogous to
predicting the effect of partitioning shared caches between different applications, with the differ-
ence being that we are potentially partitioning the cache between different memory pages of the
same application.

Previous work on online prediction of the performance impact of shared cache partitioning
between different applications required information on per-application miss-rates as a function of
cache size (e.g., miss-rate curves) [148, 154, 185]. In our context, this would require obtaining per
memory-region utility information, which is too expensive to compute in software at run-time –
Berg et al. report a 40% average run-time overhead with sparse sampling [25], but their technique
is oblivious to memory regions.

Given the high overhead and complexity of analytically predicting interference in the cache, we
instead employ an empirical search algorithm. From the cache profile described, we construct a
miss-rate stack, containing all pages in the monitored address space, ordered by miss rate (highest
miss-rate at the top). We then proceed to monitor the improvement bymapping different numbers
of pages from the stack to the pollute partition.

The pseudo-code of the search algorithm is listed in Algorithm 1. Starting at the top of the miss
rate stack, where the pages are most likely to be cache polluters, a number of pages are remapped
from their original cache partition to the dedicated pollute buffer slice. We use the hardware per-
formance counters to evaluate the performance (IPC) of this mapping. Next, a subsequent number
of pages are remapped to the pollute buffer, adding to the pages already mapped to the pollute
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Algorithm 1 FindPollutePages: returns the number of pages frommrateStack mapped to the pol-
lute buffer.
procedure FindPollutePages(mrateStack, stepSize)

index← mrateStack.size();
while index > minPages do

MapToPolluteBuffer(mrateStack, index, stepSize);
performance←MonitorPerformance();
if performance > best then

best← performance;
pollute_index← index;

end if
index← index− stepSize;

end while
UnMapFromPolluteBuffer(mrateStack, index,

pollute_index− index);
return mrateStack.size() − pollute_index;

end procedure

buffer. This iterative algorithm continues until aminimal set of pages is reached (less than stepSize

pages are left unmapped). The best configuration is recorded, and the stack is traversed upwards,
restoring the excess pages of the pollute buffer to the non-pollute slices of the cache, if necessary.

Despite the simplicity of the algorithm, we found that the algorithm only takes 3 billion cycles,
on average, and 7 billion, in the worst case, for SPEC CPU 2000 benchmarks. On our evaluation
platform, with a 2.3GHz processor, this is equivalent to an average of 1.4 seconds, and a worst case
of 3.1 seconds (as we will show in Section 3.6, this corresponds to less than 3% of the execution
time of SPEC CPU 2000 benchmarks). It is important to note that not all this time corresponds
to overhead. During the execution of the algorithm the application continues to make progress,
although at potentially reduced efficiency due to suboptimal mapping of pages and the fact that
pages are copied physically copied at the beginning of each iteration of algorithm. In the end, we
expect that the overhead is much lower than the total time taken by the algorithm.

Furthermore, this search is significantly faster than published approaches for deriving L2 cache
miss-rate curves in software [24, 63, 174]. In addition, we show in the next section, that the overhead
of searching for a good pollute mapping incurs, in most cases, less overhead then profiling the
application address space.

3.6 Evaluation

Table 3.2 lists the relevant architectural parameters of our evaluation platform. The system under
test is a PowerMac G5, with 2 PowerPC 970FX processor chips, clocked at 2.3GHz, built on a 90nm
process. For all cases in our evaluation, we restricted application execution, monitoring and page
remapping to a single processor, disabling the second CPU in the operating system. Baseline re-
sults were obtained using the Linux kernel version 2.6.24. ROCS was developed using the same
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Component Specification
Issue width 8 units (2 FXU, 2 FPU,

2 LSU, 1 BRU, 1 CRU)
Reorder Buffer 100 entries

(20 groups of 5 instructions)
Cache line 128 B for all caches
L1 i-cache 64 KB, direct-mapped,

1 cycle latency
L1 d-cache 32 KB, 2-way, 2 cycle FXU

latency, 4 cycle FPU latency
L2 cache 512 KB, 8-way,

12 cycle latency
Memory 2GB, 4KB pages,

300 cycle latency (avg.)

Table 3.2: Characteristics of the 2.3GHz PowerPC 970FX.

Benchmark Exec. Instrs. IPC L2 L2 Miss
time MPKI Rate

ammp 9m00s 365B 0.30 7.5 52%
apsi 5m29s 334B 0.45 6.5 61%
art 3m10s 44B 0.10 69.0 75%
mcf 8m23s 51B 0.05 68.3 54%
mgrid 2m43s 255B 0.70 3.0 25%
swim 18m33s 262B 0.10 22.7 75%
twolf 9m11s 261B 0.22 9.7 35%
vpr 2m10s 96B 0.33 5.9 25%
CG 22m42s 137B 0.16 42.1 59%

Table 3.3: Benchmark characteristics. The 8 top-most rows corresponds to benchmarks from the
SPECCPU2000 benchmark suite, and the bottom-most row (CG) is from theNAS-serial benchmark
suite.

Linux kernel version.

We evaluated ROCS using SPEC CPU 20005 and NAS-serial [15] (serial version of NAS 3.3)
benchmark suites. For SPEC CPU 2000, the reference inputs were used, and “Class B” inputs were
used for NAS-serial. Table 3.3 lists the benchmarks from these suites that exhibit L2 miss rates
greater than 25% on our platform, along with the most relevant characteristics collected using
hardware performance counters. All other benchmarks from the suites with less than 25% miss
rate displayed far lowermisses per kilo instructions (MPKI).We did not consider applications with
low L2 miss rates, since our technique is targeted at workloads that exhibit L2 cache pollution. Re-
call that ROCS is able to identify applications with low L2 miss rates while incurring negligible
overhead (see Section 3.5.1). For the NAS-serial benchmark suite, the only benchmark that dis-
played a L2 miss rate higher than 25% was CG.

5At the time this portion of the thesis was done, SPEC CPU 2006 was not easily available to us.
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Figure 3.12: Run-time overhead breakdown of ROCS.

The size of the pollute buffer used in all experiments was 1/16th of the L2 cache; in our case,
32KB. All benchmarks were compiled for a 64-bit environment. We always present the average
results obtained from three consecutive complete runs. An initial (discarded) run was used to
ensure that all necessary files and binaries were resident in memory.

We excluded the ammp andmcf benchmarks from further performance analysis, as these bench-
marks showed only around 1% improvement with ROCS. For the mcf benchmark, although it ex-
hibits a high L2MPKI (68.3) and a high L2 miss rate (54%), the misses are not concentrated around
a cluster of pages of its address space, as show in Figure 3.7. While several of the benchmarks pro-
filed have a significant number of pages with highmiss rates (e.g., over 70% of accesses aremisses),
most of the pages of mcf have between 30% and 70% miss rate. For this reason, restricting any set
of pages from mcf to use a small portion of the cache has only a marginal effect on performance.

The ammp benchmark, on the other hand, displays a different characteristic that reduces the per-
formance potential when applying the on-line use of our pollute buffer. Ammp has multiple short
phases (somewith 1 billion instructions), making the overhead of each profiling phase higher than
with other applications with longer program phases. Although ROCS is able to recoup the costs
of on-line profiling by improving the IPC of ammp during the unmonitored portion of execution,
the overall impact on performance is negligible.

3.6.1 Overhead

Figure 3.12 depicts the run-time overhead of ROCS, split into two components: monitoring and
page remapping. We obtained these two overhead components by executing each application
with three different configurations: a baseline with our system disabled, address space monitor-
ing alone, and monitoring plus the page remapping algorithm with the caveat that physical pages
were copied back to their original configuration after the last iteration of the algorithm. This last
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configuration represents the worst case overhead if the use of the pollute buffer is found to be inef-
fective. The difference in performance between each configuration quantified the two contributions
to overhead.

There are two main reasons behind the large variance in overheads between different appli-
cations. First, the different duration of the detected phases for each application leads to different
overall overhead. Since monitoring and page remapping occur once per phase, applications with
long phases amortize the overhead through longer periods of execution. Most of these benchmarks
exhibit stable IPC after initialization (when monitoring IPC at 1 billion cycle granularity), ROCS
initiates only 1 or 2 monitoring phases. So, in general, applications with longer execution lengths
(listed in Table 3.3) observe less overall overhead.

A second reason for the variations relates to the size of the working set of the application.
During the monitoring phase, we attempt to obtain a minimum number of samples per detected
application page (in our experiments, we aimed at a minimum of 20 samples per page). Appli-
cations with larger working set sizes require longer periods of monitoring in order to meet this
requirement.

It is also interesting to note that the overhead caused by monitoring overshadows the overhead
due to remapping when application address spaces become large, despite the increase in pages
remapped (see Table 3.4). Fortunately, applications that consume many pages typically also run
for longer periods of time in stable phases in order to consume their entire data set. Consequently,
we see an overall average overhead of 1.6%, with 3.8% being the worst case. As we show in the next
section, this overhead is more than recovered by the performance improvements obtained through
our technique.

3.6.2 Performance Results

Figure 3.13 shows the run-time speedup of three different cache filtering schemes. In all three
schemes, the page miss rate stack was collected at run-time, after the first 4 billion cycles in order
to avoid application initialization. Best Offline consists of a static exhaustive search for optimal stack
values (number of pollute pages). This involves running the application multiple times, varying
the number of pages to remap to the pollute buffer. The ROCS system incorporates the dynamic
search algorithm as described in Section 3.5.2. In ROCS, the hardware data prefetcher is disabled
while monitoring the application for its miss rate stack, but is enabled otherwise. Finally, we also
show the performance of ROCS given a miss-rate stack generated with the hardware prefetcher
enabled.

The average improvement of ROCS over Linux for the 7 benchmarks is 16.6%. The largest per-
formance win of 34.2%, comes from swim. In all cases, we see that ROCS is able to approach the
performance of optimal offline search. The worst case occurs with apsiwhere ROCS achieves 2.1%
less speedup than the offline search.

The MPKI reductions of the benchmarks running under ROCS are shown in Figure 3.14, and
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Figure 3.13: Performance improvement of ROCS over default Linux. The left-most bar for each
benchmark corresponds to the improvement of execution with ROCS, but with the prefetcher en-
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Figure 3.14: MPKI reduction with ROCS over a default Linux.

average 12.2%. For the most part, the MPKI improvements correlate with the performance im-
provements. The glaring exception is swim, which we analyze separately in Section 3.6.4.

The number of pages chosen as polluters by ROCS, and remapped to the pollute buffer is shown
in Table 3.4. It is interesting to note that, with the exception of swim, there is a correlation between
the fraction of pollute pages chosen by ROCS and the profile information shown in Figure 3.7.
Applications that were shown to contain a higher fraction of pages with high miss rate obtained
their best improvement by classifying a higher fraction of pages as cache polluters. This correlation
corroborates our initial assumption that the degree of cache pollution, at the page-level, is directly
related to its observed miss rate.

To further analyze our results, we discuss two specific cases in greater detail: art and swim.
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Benchmark Number of Number of Pollute
Pages Pages (% of all)

apsi 44159 2676 (6%)
art 865 607 (70%)
mgrid 14433 3157 (21.8%)
swim 45490 14335 (31.5%)
twolf 1530 181 (11.8%)
vpr 812 183 (22%)
CG 40818 7026 (17.2%)

Table 3.4: Classification of pollute pages.

3.6.3 Case study: art

Figure 3.15 shows two cache profiles of art’s address space: on the left (a) we replicate the image
from Section 3.3.3 containing the characterization of art on default Linux, and on the right (b) we
show the profile of art on ROCS. As discussed, the leftmost memory region, with visibly high miss
rates, contains two 2-dimensional arrays, bus and tds arrays. The rightmost region contains a single
2-dimensional array, f1_layer.

ROCS chooses to predominantly classify pages from the leftmost memory region as polluters,
mapping them to the pollute buffer. The effects on the L2 access pattern can be seen on the graph
to the right (b). With less competition from polluting pages, the f1_layer array sees a 16% reduction
in its L2 miss rate (from 42% to 35%). In addition, a decrease of 6.7% in the total number of accesses
to this region is visible in the graph. This decrease comes mainly from the L1 data prefetcher; with
the reduced L2 miss rate, data prefetching becomes more effective, since prefetched data is found
in L2 instead of main memory. Consequently, L1 is able to capture more accesses to this region of
memory. In fact, we verify that the L1 MPKI receives an overall reduction of 7.7% for all of art.

It is also important to observe the impact of restricting the leftmostmemory region to the pollute
buffer. In this particular case, the memory region did not suffer an increase in L2 miss rate, as may
have been expected. In fact, a reduction of 1% was measured, as ROCS kept some pages from the
leftmost region in the non-pollute partition of the cache. In essence, the hits seen in the leftmost
memory region are primarily due to the short-term reuse of lines from the bus and tds arrays. The
pollute buffer, while quite small, is still able to cache these lines for a short period of time, enough
to allow reuse of lines with bursty accesses. This fact illustrates a fundamental difference between
the pollute buffer and cache bypassing based approaches for addressing cache pollution at the
last-level cache [68, 149]. (A discussion on cache bypassing was presented in the Section 2.1.8).

3.6.4 Case study: swim

Out of all benchmarks evaluated, swim observed the highest performance improvement (34% speedup
on execution run-time). Perhaps surprisingly, the performance improvement was not a result of
L2 MPKI reduction of swim’s data; in fact, a breakdown of stall cycles shows that the performance
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Figure 3.15: Page-level cache miss rate characterization for art. The histogram on the top shows the
execution with no filtering, and on the bottom, the effects of filtering are shown.

difference comes from handling TLB misses. For swim, TLB miss handling contributes to 55% of
the stalls when run under Linux. With ROCS, the stalls due to TLB misses decrease to 29% of the
total stall cycles.

The main reason for the reduction of TLB miss-handling stalls is that the reduced L2 cache
pollution with ROCS allows the hardware page-table walker to find more page-table entries in the
L2, incurring fewer full main memory stalls. The PMU in the PowerPC 970FX processor does not
contain support for counting the source (in the memory hierarchy) of page-table entries. However,
the PMU does provide an event to count the number of cycles used by the hardware page-table
walker. Our experiments show that TLB miss handling under ROCS is 69% faster than on Linux
without ROCS (an average of 136 cycles per page-table walk on ROCS versus 443 cycles without
it).

This illustrates another source of performance benefit from reducing secondary or last-level
cache pollution. This case study shows that ROCS also reduces cache pollution effects on meta-
data in the L2, mitigating the interference with infrequently accessed, but performance critical
data, such as page-table entries.
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3.7 Discussion

3.7.1 Limitations

In this chapter, we have demonstrated that operating system cache filtering, through the use of a
pollute buffer, improves the performance of memory intensive workloads. However, we envision
that the technique presented has limited applicability to workloads with specific characteristics. In
particular, the fundamental behaviors this work relies on are:

1. Homogeneous page-level access pattern. The cache filtering technique we propose is limited
to classifying entire pages and cannot identify, nor filter, specific cache-lines. Although the
applications used in this study exhibit homogeneous patterns in regions that are even longer
than a single page, we have not attempted to perform a comprehensive analysis of workloads
to identify applications that do not show this behavior.

For applications that collocate low reuse and high reuse data within a single page, page level
cache filtering will likely be ineffective, and potentially harmful to performance. A potential
solution to this problem is to influence the placement of data items within the virtual address
space, so that items with similar reuse patterns are collocated within the virtual address
space. For some applications, statically modifying the memory allocator may be sufficient,
allowing allocation to be specialized per data type, for example.

2. Regions of address space that display differing reuse. Filtering pages or regions of the ap-
plication address space is expected to be useful only if there are other regions that exhibit
shorter reuse distances. In this case, reducing the cache space that is allocated to low reuse
regions is beneficial as there are other regions that can better use the cache. For applications
that have a uniform access pattern throughout their address space, we expect that filtering
will yield modest or negligible benefits.

3. Stable access patterns for extended periods of time. As discussed in Section 3.5.1, the over-
head for continuous profiling using hardware performance counters is significant. We over-
come the high overhead of profiling by only sampling the address spacewhen the application
starts and when a phase change is detected. For applications that change execution behavior
frequently, filtering will not be able to recover the overhead of profiling, and our technique
may degrade overall performance.

In the future, we hope that processors will include improved hardware performance counter
functionality that allows formonitoring of address spaces at run-timewith significantly lower
overhead. One example of a feature that could reduce the overhead of address space profiling
is a feature recently included in Intel x86 processors, called “debug store mechanism” [90].
This mechanism allows all of the architecturally visible registers to be spilled to a reserved
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area of memory without issuing an interrupt to the software. While the debug store mecha-
nism saves a lot more state than necessary for address space profiling, it incurs less overhead
to execution than requiring an interrupt for every sample of data collected.

3.7.2 Stall-rate oriented profiling

In the work presented in this chapter, a principal metric used to determine per-page cache effec-
tiveness was miss rate. Miss rate was used to distinguish the cache utility of the pages pertaining
to an application, allowing our system to segregate pages into pollute and non-pollute pages.

A potentially more direct metric to measure the performance impact of accessing each page is
the number of stalls observed at the pipeline level due to long latency memory accesses. Using the
measured number of stalls, instead of number of misses, can more precisely measure the impact
each miss has on application performance. Several features of modern processors can make the
impact of different cache misses to be distinct. For example, the out-of-order engine is able to over-
lap useful computationwith part, or all, of the latency of retrieving a cache item from a higher level
cache, causing variation on the number of stalls observed by the pipeline. Furthermore, items that
have been prefetched in advance, but not yet placed in a cache level, are considered to unavailable
(a miss), but are retrieved faster than other unavailable items. Equating these different classes of
misses can lead to an incorrect ordering of pages with respect to their effective use of cache space.

In previous work, we have successfully used a stall rate metric to predict the impact of parti-
tioning a shared cache on a multi-core processor [186]. We believe it should be possible to apply
stall rates to more precisely determine the performance impact of accessing each application page.
Unfortunately, the performance monitoring unit of the processor we used in this work (PowerPC
970FX) did not provide this type of feedback. However, preliminary experiments on a subsequent
version of the PowerPC processor (Power5) indicates that this could be a potential improvement
over the model described solely relying on miss rates.

3.7.3 Software managed/assisted processor caches

The memory performance gap affects the performance of several classes of applications, and as
application footprints grow, this impact is unlikely to disappear. As the shrinkage of transistor
feature sizes is expected to continue, hardware vendors are growing the size of processor caches
with each generation. In the next few years, mainstream processors are expected to incorporate
caches of more than 32 megabytes in size. As a historical reference, this was the typical size of
mainstream computer main memory around 1995, which was managed by the operating system.

We argue that there are advantages in allowing the operating system to cooperate in managing
processor caches, particularly the larger and slower levels of the cache hierarchy. Along with the
ROCS technique described in this chapter, there are other potential advantages in allowing run-
time software to assist in managing the processor cache hierarchy:
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1. Reducing HW complexity. A major concern in developing new processors is the time and
cost required to design and verify new features. In the context of caching, despite the known
weaknesses of LRU based algorithms, modern processors still employ basic LRU policies,
such as the bit-PLRU algorithm that requires a single bit per cache line of metadata.

Having software assist inmanaging caches allows formore complex caching policies, such as
the one we developed, without requiring significant overheads in designing new processor
caches. The primary cost would then be the design and implementation of an initial interface
that provides software with better mechanisms for both monitoring and controlling cache
replacement policies.

2. Software-level semantic information. One crucial difference between implementing caching
policies in hardware and implementing caching policies in the run-time software stack is
availability of semantic information. While the operating system inherently tracks processes,
address spaces, andmemory allocations, processors are generally oblivious to these software-
level constructs. For this reason, the operating system is uniquely positioned in the compute
stack to assist caching.

An example of this advantage is illustrated by the techniquedescribed in this chapter. Coarse-
grain cache behavior of address-spaces is reasonable to track in the operating system, since
the operating system already has structures to track other address space characteristics. But
other information available at the software level may prove useful for caching policies, such
as program and run-time system memory layout, thread scheduling, external inputs (I/O),
etc.

3.8 Summary

The memory wall problem has been studied intensively in the computer architecture and software
communities and has resulted in a wide range of proposals for reducing the effects of memory la-
tency on performance. Chip makers, for example, are dedicating an increasing number of transis-
tors for larger on and off-chip caches. However, not all workloads have responded to this increase
with corresponding performance or hit ratio improvements.

We argued that proper management of the memory hierarchy is becoming more critical to
achieve good performance and that software can play a significant and fruitful role in managing
this hierarchy. We believe there are new opportunities to be explored with tighter cooperation
between run-time software systems and the underlying hardware. This work presents a concrete
example of this type of cooperation.

In this chapter, we focused on attacking the specific problem of cache pollution in secondary-
level caches for applications that exhibit intra-application interference. We observed that cache be-
havior, and pollution in particular, is uniform within a memory region, typically spanning multi-
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ple memory pages of application address space. We described the use of hardware performance
counters, present on current hardware, to classify memory pages with respect to pollution.

We introduced the concept of a pollute buffer to host cache lines of pages with little or no reuse
before eviction. We demonstrated how the secondary-level cache can be partitionedwith operating
system page coloring to provide a pollute buffer within the cache. This technique requires no
additional hardware support and no modifications to application code or binary.

Using these concepts, we described a complete implementation of a run-time operating system
cache-filtering service (ROCS). We evaluated the performance of our system on seven memory
intensive SPEC CPU 2000 and NAS benchmarks, showing performance improvements of up to
34% on run-time execution, with 16% on average.

The system we implemented makes extensive use of processor performance monitoring units
(PMU). Unfortunately, the architecture and interfaces of PMUs are substantially different for each
processor family and in fact different across different processors within the same family. Stan-
dardizing the key PMU components and interfaces would, in our opinion, greatly accelerate the
development and ubiquity of additional software optimizations, similar to the one we described
in this chapter. The impact of the IEEE 754 floating-point standardization efforts of 30 years ago
should provide good motivation.

In conclusion, this work explored the use of rudimentary processor interfaces for monitoring
and managing secondary-level caches. We believe that with better mechanisms for cooperation
between hardware and software layers, further opportunities for improving performance would
arise. We hope that this work serves as encouragement to hardware designers to include and ex-
pose more flexibility in processor components to the software layer.



Chapter 4

Exception-less System Calls

For the past 30+ years, system calls have been the de facto interface used by applications to request
services from the operating system kernel. System calls have almost universally been implemented
as a synchronousmechanism, where a special processor instruction is used to yield user-space exe-
cution to the kernel. In the first part of this chapter, we evaluate the performance impact of tradi-
tional synchronous system calls on system intensiveworkloads. We show that synchronous system
calls negatively affect performance in a significant way, primarily because of pipeline flushing and
pollution of key processor structures (e.g., TLB, data and instruction caches, etc.).

In this chapter, we propose a new mechanism for applications to request services from the op-
erating system kernel: exception-less system calls. They improve processor efficiency by enabling
flexibility in the scheduling of operating system work, which in turn can lead to significantly in-
creased temporal and spacial locality of execution in both user and kernel space, thus reducing
pollution effects on processor structures. Exception-less system calls are particularly effective on
multicore processors.

In the subsequent two chapters, we explore different ways for applications to make use of the
new exception-less system call mechanism. The first way, which is completely transparent to the
application, uses multi-threading to hide asynchronous communication between the operating
system kernel and the application. In the second way, we show how applications can directly
use the exception-less system call interface by designing programs that follow an event-driven
architecture.

4.1 Introduction

System calls are the de facto interface to the operating system kernel. They are used to request
services offered by, and implemented in the operating system kernel. While different operating
systems offer a variety of different services, the basic underlying system call mechanism has been
common on all commercial multiprocessed operating systems for decades. System call invocation
typically involves writing arguments to appropriate registers and then issuing a special machine
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Figure 4.1: User-mode instructions per cycles (IPC) of Xalan (from SPEC CPU 2006) in response
to a system call exception event, as measured on an Intel Core i7 processor.

instruction that raises a synchronous exception, immediately yielding user-mode execution to a
kernel-mode exception handler. Two important properties of the traditional system call design
are: (1) a processor exception (also known as software interrupt) is used to communicate with the
kernel, and (2) a synchronous execution model is enforced, as the application expects the comple-
tion of the system call before resuming user-mode execution. Both of these properties result in
performance inefficiencies on modern processors.

The increasing number of available transistors on a chip (Moore’s Law) has, over the years, led
to increasingly sophisticated processor structures, such as superscalar and out-of-order execution
units, multi-level caches, and branch predictors. These processor structures have, in turn, led to
a large increase in the performance potential of software, but at the same time there is a widening
gap between the performance of efficient software and the performance of inefficient software,
primarily due to the increasing performance disparity of different structures used to store and
access data (e.g., registers vs. caches vs. memory). Server and system-intensive workloads, which
are of particular interest in our work, are known to perform well below the potential processor
throughput [112, 114, 160]. Most studies attribute this inefficiency to the lack of locality. We claim
that part of this lack of locality, and resulting performance degradation, stems from the current synchronous
system call interface.

Synchronous implementation of system calls negatively impacts the performance of system in-
tensive workloads, both in terms of the direct costs of mode switching and, more interestingly, in
terms of the indirect pollution of important processor structures which affects both user-mode and
kernel-mode performance. A motivating example that quantifies the impact of system call pollu-
tion on application performance can be seen in Figure 4.1. It depicts the user-mode instructions
per cycles (kernel cycles and instructions are ignored) of one of the SPEC CPU 2006 benchmarks
(Xalan) immediately before and after a pwrite system call. There is a significant drop in instruc-
tions per cycle (IPC) due to the system call, and it takes up to 14,000 cycles of execution before the



Chapter 4. Exception-less System Calls 65

IPC of this application returns to its previous level. Aswewill show, this performance degradation
is mainly due to interference caused by the kernel on key processor structures.

To improve locality in the execution of system intensive workloads, we propose a new oper-
ating system mechanism: the exception-less system call. An exception-less system call is a new
mechanism for requesting kernel services that does not require the use of synchronous proces-
sor exceptions. In our implementation, system calls are issued by writing kernel requests to a
reserved syscall page shared between the application and the kernel, using normal memory store
operations. The actual execution of system calls is performed asynchronously by special in-kernel
syscall threads, which post the results of system calls to the syscall page after their completion.

Decoupling the system call execution from its invocation makes flexible system call schedul-
ing possible, offering optimizations along two dimensions. The first optimization allows for the
deferred batch execution of system calls resulting in increased temporal locality of execution. The
second provides the ability to execute system calls on a separate core, in parallel to executing user-
mode threads, resulting in spatial, per core locality. In both cases, system call threads become a
simple, but powerful abstraction.

One interesting feature of the proposed decoupled system call model is the possibility of dy-
namic core specialization in multicore systems. Cores can become temporarily specialized for ei-
ther user-mode or kernel-mode execution, depending on the current system load. We describe
how the operating system kernel can dynamically adapt core specialization to the demands of the
workload.

One important challenge of our proposed system is how to best use the exception-less system
call interface. In the following two chapters, we explore different strategies to help programmers
make use of exception-less system calls so that overall performance is improved.

4.2 The (Real) Costs of System Calls

In this section, we analyze the performance costs associatedwith a traditional, synchronous system
call. We analyze these costs in terms of mode switch time, the system call footprint, the effect on
user-mode IPC, and the effect on kernel-mode IPC.We used the Linux operating system kernel and
an Intel Nehalem (Core i7) processor, along with its performance counters to obtain our measure-
ments. However, we believe the lessons learned are applicable to most modern high-performance
processors1 and other operating system kernels.

4.2.1 Mode Switch Cost

Traditionally, the performance cost attributed to system calls is the mode switch time. The mode
switch time consists of the time required to execute the appropriate system call instruction in user-

1Experiments performed on an older PowerPC 970 processor yielded similar insights than the ones presented here.
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Processor Pentium 4 PPC 970 Power5 Core2 Core i7
2.8 GHz 2.3 GHz 1.5 GHz 1.6 GHz 2.2 GHz

Year 2000 2002 2004 2006 2008
Null syscall time (cycles) 447 344 387 237 150

Table 4.1: Micro-benchmark results of null system call overhead for a variety of processors.
Columns are ordered by release date of the processor.

mode, resuming execution in an elevated protection domain (kernel-mode), and the return of con-
trol back to user-mode. Modern processors implement the mode switch as a processor exception:
flushing the user-mode pipeline, saving a few registers onto the kernel stack, changing the protec-
tion domain, and redirecting execution to the registered exception handler. Subsequently, return
from exception is necessary to resume execution in user-mode. At the processor level, the return
also results in amode switch that uses a similar process as the system call exception (pipeline flush,
change in protection domain, fetch of new instructions, etc.).

Over the years, both operating system developers and hardware designers have focused on re-
ducing the cost of performing mode switches. A sample of the cost of entering and subsequently
exiting kernel mode, in a tight loop so that instructions and data are fetched from the L1 cache, is
listed in Table 4.1. For example, the mechanism used for mode switching in x86 based processors
have had two versions in the recent past. In one version, a generic interrupt instructionwas used to
notify the operating systemof a system call request. Thismechanism, because it is generic, required
several memory accesses to verify parameters previously configured in an interrupt descriptor ta-
ble, and resulted in several hundred cycle latency (Pentium 4 in Table 4.1). Intel later introduced an
optimized instruction specifically for implementing system calls, called sysenter/sysexit. Although
it allows for less customization, it resulted in a saving of over 200 cycles, as the results for the Core2
show.

To measure more detailed mode switching costs on our main experimental platform, we mea-
sured the mode switch time by implementing a new system call, gettsc. It obtains the timestamp
counter of the processor and immediately returns to user-mode. We created a simple benchmark
that invoked gettsc 1 billion times in a tight loop, recording the timestamp before and after each
call. The difference between each of the three timestamps — the timestamp immediately before
the system call, the timestamp obtained by the system call, and the timestamp immediately after
the system call — identifies the number of cycles necessary to enter and leave the operating sys-
tem kernel, namely 79 cycles and 71 cycles, respectively. The total round-trip time for the gettsc
system call is modest at 150 cycles, being less than the latency of a memory access that misses the
processor caches (250 cycles on our machine).2

2For all experiments presented in this chapter, user-mode applications execute in 64-bit mode and when using syn-
chronous system calls, use the “syscall” x86_64 instruction, which is currently the default in Linux.
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Syscall Instructions Cycles IPC i-cache d-cache L2 L3 d-TLB
stat 4972 13585 0.37 32 186 660 2559 21
pread 3739 12300 0.30 32 294 679 2160 20
pwrite 5689 31285 0.18 50 373 985 3160 44
open+close 6631 19162 0.34 47 240 900 3534 28
mmap+munmap 8977 19079 0.47 41 233 869 3913 7
open+write+close 9921 32815 0.30 78 481 1462 5105 49

Table 4.2: System call footprint of different processor structures. For the processors structures
(caches and TLB), the numbers represent number of entries evicted; the cache line for the proces-
sor is of 64-bytes. i-cache and d-cache refer to the instruction and data sections of the L1 cache,
respectively. The d-TLB represents the data portion of the TLB.

4.2.2 System Call Footprint

The mode switch time, however, is only part of the cost of a system call. During kernel-mode
execution, processor structures including the L1 data and instruction caches, translation look-aside
buffers (TLB), branch prediction tables, prefetch buffers, as well as larger unified caches (L2 and
L3), are populated with kernel specific state. The replacement of user-mode processor state by
kernel-mode processor state is referred to as the processor state pollution caused by a system call.

To quantify the pollution caused by system calls, we used the Core i7 hardware performance
counters (HPC). We ran a high instruction per cycle (IPC) workload, Xalan, from the SPEC CPU
2006 benchmark suite that is known to invoke few system calls. We configured an HPC to trig-
ger infrequently (once every 10 million user-mode instructions) so that the processor structures
would be dominated with application state. We then set up the HPC exception handler to exe-
cute specific system calls, while measuring the replacement of application state in the processor
structures caused by kernel execution (but not by the performance counter exception handler it-
self). To isolate the replacements caused by system call execution from the replacements caused
by the HPC interrupt handler, we executed the same experiments with two configurations. In the
first configuration, we enabled HPC interrupts while not executing other system work. In the sec-
ond configuration, in addition to the interrupt handler we also executed system work. We report
the difference between the two executions which corresponds to the replacements caused by the
system call alone.

Table 4.2 shows the footprint on several processor structures for three different system calls
and three system call combinations. The data shows that, even though the number of i-cache lines
replaced ismodest (between 2 and 5 KB), the number of d-cache lines replaced is significant. Given
that the size of the d-cache on this processor is 32 KB, we see that the system calls listed pollute
at least half of the d-cache, and almost all of the d-cache in the “open+write+close” case. The 64
entry first level d-TLB is also significantly polluted by most system calls. Finally, it is interesting to
note that the system call impact on the L2 and L3 caches is larger than on the L1 caches, primarily
because the L2 and L3 caches use more aggressive prefetching.
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Figure 4.2: System call (pwrite) impact on user-mode IPC as a function of system call frequency
for Xalan. The bottom portion of the graph shows the impact on user-mode IPC by simply rais-
ing interrupts, which are minimally serviced by the operating system (labeled as direct). The top
portion of the graph shows the impact on user-mode IPC by also executing a pwrite system call
within the interrupt handler.

4.2.3 System Call Impact on User IPC

Ultimately, the most important measure of the real cost of system calls is the performance impact
on the application. To quantify this, we executed an experiment similar to the one described in the
previous subsection. However, instead of measuring kernel-mode events, we only measured user-
mode instructions per cycle (IPC), ignoring all kernel execution. Ideally, user-mode IPC should not
decrease as a result of invoking system calls, since the cycles and instructions executed as part of
the system call are ignored in our measurements. In practice, however, user-mode IPC is affected
by two sources of overhead:

Direct: The processor exception associated with the system call instruction that flushes the pro-
cessor pipeline.

Indirect: System call pollution on the processor structures, as quantified in Table 4.2.

Figures 4.2 and 4.3 show the degradation in user-mode IPC when running Xalan (from SPEC
CPU 2006) and SPEC-JBB 2005, respectively, given different frequencies of pwrite calls. These
benchmarks were chosen since they have been created to avoid significant use of system services,
and should spend only 1-2% of time executing in kernel-mode. The graphs show that different
workloads can have different sensitivities to system call pollution. Xalan has a baseline user-mode
IPC of 1.46, but the IPC degrades by up to 65%when executing a pwrite every 1,000-2,000 instruc-
tions, yielding an IPC between 0.58 and 0.50. SPEC-JBB has a slightly lower baseline of 0.97, but
still degrades user-mode IPC by 45%.

The figures also depict the breakdown of user-mode IPC degradation due to direct and indirect
costs. The degradation due to the direct cost was measured by issuing a null system call, while the
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Figure 4.3: System call (pwrite) impact on user-mode IPC as a function of system call frequency
for SPEC JBB 2005. The bottom portion of the graph shows the impact on user-mode IPC by simply
raising interrupts, which are minimally serviced by the operating system (labeled as direct). The
top portion of the graph shows the impact on user-mode IPC by also executing a pwrite system
call within the interrupt handler.

Workload (server) Application instructions
between syscalls

DNSbench (BIND) 2445
ApacheBench (Apache) 3368
Sysbench (MySQL) 12435

Table 4.3: The average number of instructions executed on different workloads before issuing a
syscall.

indirect portion is calculated subtracting the direct cost from the degradationmeasuredwhen issu-
ing a pwrite system call. For high frequency system call invocation (once every 2,000 instructions,
or less), the direct cost of raising an exception and subsequent flushing of the processor pipeline is
the largest source of user-mode IPC degradation. However, for medium frequencies of system call
invocation (once per 2,000 to 100,000 instructions), the indirect cost of system calls is the dominant
source of user-mode IPC degradation.

To understand the implication of these results on typical server workloads, it is necessary to
quantify the system call frequency of these workloads. The average user-mode instruction count
between consecutive system calls for three popular server workloads are shown in Table 4.3. For
this frequency range in Figures 4.2 and 4.3 we observe user-mode IPC performance degradation
between 20% and 60%. While the execution of the server workloads listed in Table 4.3 is not iden-
tical to that of Xalan or SPEC-JBB, the data presented here indicates that server workloads suffer
from significant performance degradation due to processor pollution of system calls.
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Figure 4.4: System call (pwrite), impact on kernel-mode IPCs for x as a function of system call
frequency. The graph shows the impact on kernel-mode IPC of raising an interrupt and executing
a pwrite system call within the interrupt handler.

4.2.4 Mode Switching Cost on Kernel IPC

The lack of locality due to frequent mode switches also negatively affects kernel-mode IPC. Fig-
ure 4.4 shows the impact of different system call frequencies on the kernel-mode IPC. As expected,
the performance trend is opposite to that of user-mode execution. The more frequent the system
calls, the more kernel state is maintained in the processor.

Note that the kernel-mode IPC listed in Table 4.2 for different system calls ranges from 0.18 to
0.47, with an average of 0.32. This is significantly lower than the 1.47 and 0.97 user-mode IPC for
Xalan and SPEC-JBB 2005, respectively; up to 8x slower.

4.2.5 Significance of system call interference experiments

The experiments shown in this section do not demonstrate an upper or lower bound on the per-
formance impact of multiplexing application and operating system execution at fine granularity.
The impact of operating system interference depends on several factors, some of which are specific
to the processor architecture and some are application specific. One example of this variation is
shown in Figures 4.2 and 4.3, where the same experiment yielded different performance degrada-
tions depending on the application. In particular, we expect that the applications we target in this
work, server class workloads with frequent use of operating system services, will exhibit access
patterns that are different than those of Xalan or Spec JBB 2005.

Nonetheless, these experiments do show that for the range of system call requests listed in Ta-
ble 4.3 it is expected that the interference is a significant source of inefficiency. Furthermore, these
experiments are the first, to the best of our knowledge, to attempt to quantify the different sources
of operating system overhead, and to provide detailed performance counter information, on a real
processor, on the effect of a system call on various performance sensitive proccessor structures.
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Figure 4.5: Illustration of synchronous (a) and exception-less (b) system call invocation. The wavy
lines represent threads of execution (user or kernel). The left diagram illustrates the sequential na-
ture of exception-based system calls. When an application threadmakes a system call, it uses a spe-
cial instruction that generates a processor interrupt or exception. The processor immediately trans-
fers control to the operating system kernel, where the call is executed synchronously. After which,
the kernel returns control to the application thread, which is done through an exception-based
mechanism similar to the system call. The right diagram, on the other hand, depicts exception-
less user and kernel communication. Messages are exchanged asynchronously through portion of
shared memory, which we call syscall page, by simply reading from and writing to it.

Finally, the insights obtained from these experiments were crucial in guiding the design of an al-
ternative, more efficient, system call mechanism, namely, the exception-less system call mechanism
which we present in the following section.

4.3 Exception-Less System Calls

To address (and partially eliminate) the performance impact of traditional, synchronous system
calls on system intensive workloads, we propose a new operating system mechanism called ex-
ception-less system call. Exception-less system call is an asynchronous mechanism for requesting
kernel services that does not require the use of synchronous processor exceptions. Instead of using
a synchronous notification mechanism where registers are used to communicate argument values
to the operating system kernel using a processor interrupt or exception, exception-less system calls
uses sharedmemory to communicate with the kernel, with no synchronous notification. Figure 4.5
depicts the contrast between a traditional synchronous system call and the proposed exception-less
system call mechanism.

The key benefit of exception-less system calls is the flexibility in scheduling system call execu-
tion, ultimately providing improved locality of execution for both user and kernel code. Here we
explore two use cases:

• System call batching: Delaying the execution of a series of system calls and executing them
in batches minimizes the frequency of switching between user and kernel execution, elimi-
nating some of the mode switch overhead and allowing for improved temporal locality. This
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improves both the direct and indirect costs of system calls.

• Core specialization: In multicore systems, exception-less system calls allow a system call to
be scheduled on a core different than the one onwhich the system call was invoked. Schedul-
ing system calls on a separate processor core allows for improved spatial locality and with it
lower indirect costs. In an ideal scenario, no mode switches are necessary, eliminating the
direct cost of system calls.

The design of exception-less system calls consists of two components: (1) an exception-less in-
terface for user-space threads to register system calls, along with (2) an in-kernel threading system
that allows the delayed (asynchronous) execution of system calls, without interrupting or blocking
the thread in user-space.

4.3.1 Exception-Less Syscall Interface

The interface for exception-less system calls is simply a set of memory pages that is shared between
user and kernel space. The shared memory page, henceforth referred to as syscall page, is orga-
nized to contain exception-less system call entries. Each entry contains space for the request status,
system call number, arguments, and return value.

With traditional synchronous system calls, invocation occurs by populating predefined regis-
terswith system call information and issuing a specificmachine instruction that immediately raises
an exception. In contrast, to issue an exception-less system call, the user-space threads must find a
free entry in the syscall page and populate the entry with appropriate values using regular store
instructions. The user-space thread can then continue executing without interruption. It is the
responsibility of the user-space thread to later verify the completion of the system call by reading
the status information in the entry. None of these operations, issuing a system call or verifying its
completion, causes exceptions to be raised.

4.3.2 Syscall Pages

Syscall pages can be viewed as a table of syscall entries, each containing information specific to
a single system call request, including the system call number, arguments, status (free, submitted,
busy, or done), and the result. To top-left diagram of Figure 4.6 depicts the organization of the
syscall page. In our 64-bit implementation, we organized each entry to occupy 64 bytes. This size
comes from the Linux ABI which allows any system call to have up to 6 arguments, and a return
value, totaling 56 bytes. Although the remaining 3 fields (syscall number, status and number of
arguments) could be packed in less than the remaining 8 bytes, we selected 64 bytes because 64 is
a divisor of popular cache line sizes of today’s processor.

To issue an exception-less system call, the user-space thread must find an entry in one of its
syscall pages that contain a free status field. It then writes the syscall number and arguments to
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1 write(fd, buf, 4096);
2

3 int write(int fd, void *buf, size_t size) {
4 entry = free_syscall_entry();
5

6 /* write syscall */
7 entry->syscall = 1;
8 entry->num_args = 3;
9 entry->args[0] = fd;

10 entry->args[1] = buf;
11 entry->args[2] = size;
12 entry->status = SUBMIT;
13

14 while (entry->status != DONE)
15 do_something_else();
16

17 return entry->return_code;
18 }

Figure 4.6: Illustration of syscall page, along with expected steps when making an exception-less
system call. The top-left figure shows the organization of a syscall page, composed of 64 syscall
entries. Each entry contains arguments of the system call (syscall number, number of arguments,
and 6 arguments), a status field used to manage the entries and the return code. The bottom-right
shows code that could be used to issue an exception-less write() system call. The execution of lines
4 through 12 are reflected in the syscall page of the top-right diagram. After the execution of the
system call, the operating system kernel updates the status and return code fields of the syscall
entry, which can be seen in the bottom-left diagram. At this point, the application will exit the
loop (line 14), and can read the return value and exit (line 17).
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the entry. Lastly, the status field is changed to submitted, indicating to the kernel that the request
is ready for execution. User-space must update the status field last, with an appropriate memory
barrier, to prevent the kernel from selecting incomplete syscall entries to execute. The thread must
then check the status of the entry until it becomes done, consume the return value, and finally set
the status of the entry to free. An example of simple code to make an exception-less system call
(a write() call), along with the modifications to the syscall page can be visualized in Figure 4.6
(bottom-right).

In Section 4.4.3 we further discuss allocation strategies for syscall pages as well as procedures
to cope with the lack of free syscall entries.

4.3.3 Decoupling Execution from Invocation

Along with the exception-less interface, the operating system kernel must support delayed execu-
tion of system calls. Unlike exception-based system calls, the exception-less system call interface
does not result in an explicit kernel notification, nor does it provide an execution stack. To sup-
port decoupled system call execution, we use a special type of kernel thread, which we call syscall
thread. Syscall threads always execute in kernel mode, and their sole purpose is to pull requests
from syscall pages and execute them on behalf of the user-space thread.

The combination of the exception-less system call interface and independent syscall threads
allows for great flexibility in the scheduling the execution of system calls. Syscall threads may
wake up only after user-space is unable to make further progress, in order to achieve temporal
locality of execution on the processor. Orthogonally, syscall threads can be scheduled on a different
processor core than that of the user-space thread, allowing for spatial locality of execution. On
modern multicore processors, cache to cache communication is relatively fast (in the order of 10s
of cycles), so communicating the entries of syscall pages from a user-space core to a kernel core, or
vice-versa, should only cause a small number of processor stalls.

4.4 Implementation – FlexSC

Our implementation of the exception-less system call mechanism is called FlexSC (Flexible System
Call scheduling) andwas prototyped as an extension to the Linux kernel. Although our implemen-
tation was influenced by amonolithic kernel architecture, we believe that most of our design could
be effective with other kernel architectures, e.g., exception-less micro-kernel IPCs, and hypercalls
in a paravirtualized environment.

We have implemented FlexSC for the x86_64 and PowerPC64 processor architectures. Porting
FlexSC to other architectures is trivial; a single function is needed, which moves arguments from
the syscall page to appropriate registers, according to the ABI of the processor architecture.

Twonew system callswere added to Linux as part of FlexSC, flexsc_register and flexsc_wait.
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Figure 4.7: Component-level overview of FlexSC. The implementation of operating system ser-
vices, representative by the bottom box, are not altered by our FlexSC system. As a consequence,
legacy applications that use exception-based system call mechanism continue to work unaltered.
We introduce a new operating system mechanism, exception-less system calls (FlexSC), that can
be used by applications to asynchronously request operating system services. We also introduce
two new libraries, FlexSC-Threads which is intended to support legacy thread based programs in
a transparent way, and libflexscwhich supports event-driven applications that directly make use of
FlexSC.

4.4.1 flexsc_register()

This system call is used by processes that wish to use the FlexSC facility. Making this registration
procedure explicit is not strictly necessary, as processes can be registered with FlexSC upon cre-
ation. We chose to make it explicit mainly for convenience of prototyping, giving us more control
and flexibility in user-space. One legitimate reason for making registration explicit is to avoid the
extra initialization overheads incurred for processes that do not use exception-less system calls.

Invocation of the flexsc_register system call must use the traditional, exception-based sys-
tem call interface to avoid complex bootstrapping; however, since this system call needs to execute
only once, it does not impact application performance. Registration involves two steps: mapping
one ormore syscall pages into user-space virtual memory space, and spawning a number of syscall
threads (discussed in more detail in Section 4.4.4).

4.4.2 flexsc_wait()

The decoupled execution model of exception-less system calls creates a challenge in user-space
execution, namely what to do when the user-space thread has nothing more to execute and is
waiting on pending system calls. With the proposed execution model, FlexSC loses the ability to
determine when a user-space thread should be put to sleep. With synchronous system calls, this is
simply achieved by putting the thread to sleep while it is executing a system call if the call blocks
waiting for a resource.

A naive solution is to allow the user-space thread to busy wait, checking the status entries in
the syscall page for a system call to be marked as “done”. Busy waiting, despite its simplicity, is
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unacceptably inefficient. A second strategy is to block the user-mode thread when all of the syscall
threads executing system calls on its behalf are sleeping or blocked, and no more entries are regis-
tered in the syscall page. This option would avoid inefficiencies of busy waiting, but could poten-
tially yield a user-mode thread that is performing useful work; simply because all of its system calls
are blocked, does not imply that the user thread is not currently executing useful computations.

The solution we adopted is to require that the user explicitly communicate to the kernel that it
cannot progress until one of the issued system calls completes by invoking the flexsc_wait system
call. We implemented flexsc_wait as an exception-based system call, since execution should be
synchronously directed to the kernel. FlexSC will later wake up the user-space thread when at
least one of posted system calls are complete.

4.4.3 Syscall Page Allocation

Syscall pages are allocated and mapped to both kernel and application address spaces at regis-
tration time. As described in Section 4.3.2, each syscall page is divided into 64 entries. However,
certain applications execute more than 64 concurrent system calls and therefore mapping a single
syscall page per process would pose as a limitation to these applications. For this reason, we allow
applications to request several syscall pages during registration with FlexSC. Specifically for appli-
cations with a large number of threads (described in Chapter 5), allowing applications to allocate
several syscall pages results in improved performance.

In some cases, it may be difficult for applications to foretell the number of concurrent system
calls it will make at run-time. Underestimating the number of concurrent system calls neededmay
affect performance since the applicationmust partially serialize system call invocation for the cases
when there are no free syscall entries. A more severe problem of underestimating the number of
concurrent system calls is a potential for deadlock. If the progress of an application depends on
the successful completion of a certain number of concurrent system calls (e.g., a read() that blocks
until a write() is performed), provisioning insufficient entries can prohibit the forward progress
of the application.

For these reasons, it may be beneficial to allow applications to change the number of syscall
pages at run-time. In theory, this feature should be simple to implement by adding new (syn-
chronous) system calls such as flexsc_alloc() and flexsc_free(). The logic for allocating and
mapping new pages would be akin to the existing logic within flexsc_register. Although we
have not implemented this feature in our current prototype, there should be no impediments to
implement these calls.

In our implementation, to avoid any possibility of deadlock, we have provisioned sufficient
system call entries to allow the forward progress of the application in worst case scenarios (e.g.,
every application thread is concurrently blocked or executing a system call).
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4.4.4 Syscall Threads

Syscall threads is the mechanism used by FlexSC to allow for exception-less execution of sys-
tem calls. The Linux system call execution model has influenced some implementation aspects
of syscall threads in FlexSC: (1) the virtual address space in which system call execution occurs is
the address space of the corresponding process, and (2) the current thread context can be used to
block execution should a necessary resource not be available (for example, waiting for I/O).

To resolve the virtual address space requirement, syscall threads are created during flexsc_re-
gister. Syscall threads are thus “cloned” from the registering process, resulting in threads that
share the original virtual address space. This allows the transfer of data from/to user-space with
no modification to Linux’s code.

FlexSC would ideally never allow a syscall thread to sleep. If a resource is not currently avail-
able, notification of the resource becoming available should be arranged, and execution of the next
pending system call should begin. However, implementing this behavior in Linux would require
significant changes and a departure from the basic Linux architecture. The current Linux kernel is
based on a blocking threadmodel for contended resources or I/O operations, which is amodel also
shared by several monolithic operating system kernels. The use of the thread context, including its
stack, is a convenient mechanism to allow for operations to be preempted and continued at a later
time. Instead of relying on the ability to block thread contexts, Linux could be modified to adopt a
fully event-driven architecture where operations are queued for future completion and the kernel
run-time provides continuations that advance execution when resources become available [162].

Instead of modifying Linux to support completely asynchronous operations, we adopted a
strategy that allows FlexSC tomaintain the Linux thread blocking architecture, as well as requiring
only minor modifications (3 lines of code) to Linux context switching code, by creating multiple
syscall threads for each process that registers with FlexSC. In fact, FlexSC spawns as many syscall
threads as there are entries available in the syscall pages mapped in the process. This provisions
for the worst case where every pending system call blocks during execution.

Spawning hundreds or thousands of syscall threads may seem expensive, but Linux in-kernel
threads are typically much lighter weight than user threads: all that is needed is a task_struct

and a small, 2-page, stack for execution. All the other structures (page table, file table, etc.) are
shared with the user process. In total, only 10KB of memory are needed per syscall thread. We
expect this memory overhead to be modest when compared to other memory allocations of the
application. For example, a user-level POSIX thread (pthread) in Linux will typically allocate 8MB
of stack. In this scenario, each syscall thread imposes less than 0.2% overhead of memory per user-
level pthread; this percentage decreases further when also considering the user-level heap of the
application.

Despite spawning multiple threads, only one syscall thread is active per application and core
at any given point in time. If system calls do not block all the work is executed by a single syscall
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thread, while the remaining ones sleep on a work-queue. When a syscall thread needs to block,
for whatever reason, immediately before it is put to sleep, FlexSC notifies the work-queue. An-
other syscall thread wakes-up and immediately starts executing the next system call. Later, when
resources become free, current Linux code wakes up the waiting thread (in our case, a syscall
thread), and resumes its execution, so it can post its result to the syscall page and return to wait in
the FlexSC work-queue.

4.4.5 FlexSC Syscall Thread Scheduler

FlexSC implements a syscall thread scheduler that is responsible for determining when and on
which core system calls will execute. This scheduler is critical to performance, as it influences the
locality of user and kernel execution.

On a single-core environment, the FlexSC scheduler assumes the user-spacewill attempt to post
as many exception-less system calls as possible, and subsequently call flexsc_wait(). The FlexSC
scheduler then wakes up an available syscall thread that starts executing the first system call. If the
system call does not block, the same syscall thread continues to execute the next submitted syscall
entry. If the execution of a syscall thread blocks, the currently scheduled syscall thread notifies the
scheduler to wake another thread to continue to execute more system calls. The scheduler does
not wake up the user-space thread until all available system calls have been issued, and have either
finished or are currently blocked with at least one system call having been completed. This is done
to minimize the number of mode switches to user-space.

For multicore execution, the scheduler biases execution of syscall threads on a subset of avail-
able cores, dynamically specializing cores according to the workload requirements. The goal is
to automatically increase and decrease the number of cores dedicated to operating system work
depending on the number of system calls being generated by the application. An example of an
application executing with FlexSC on a 4 core system is shown in Figure 4.8.

In our implementation of FlexSC, we use two triggers to re-evaluate whether the division of
cores for kernel and application execution is correct. First, we use the flexsc_wait() call as an indi-
cation that the rate of completing operating systemwork may be insufficient, since flexsc_wait()
is expected to be called by application threads when no more work can be performed without sys-
tem call results. We further evaluate this assumption by verifying howmany syscall pages contain
requests that have been submitted and are not currently in progress. If there are more than 2 full
syscall pages worth of calls (128 entries in our implementation), we decide to increase the number
of cores dedicated to execute operating system work.

The second event that is used as a trigger to re-evaluate core allocation is when a syscall thread
goes to sleep due to lack of work. If a syscall thread cannot find more work to do in any of the
registered syscall pages for the process, it signifies that the application is not keeping up with the
operating system. In this case, we decide to switch one of the cores that is currently dedicated to
operating system execution, to execute application threads.
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Figure 4.8: Example of FlexSC execution on a multicore system. In this diagram, we depict 4
cores running a single workload. The syscall pages, although depicted on all four cores, represent
the same set of pages and are shared among all cores, leveraging the fast on-chip communication of
multicores. On the top two cores, the operating system scheduler has scheduled user-level threads.
These two cores are expected to maintain user-mode state in their caches, and asynchronously
schedule requests that are written to syscall pages. On the bottom-left core, only syscall threads
have been scheduled, as such, that core is expected to mostly contain kernel state in its structures.
Finally, it is still possible for cores to time-share user and kernel execution, as is shown in the
bottom-right core.



Chapter 4. Exception-less System Calls 80

As previously described, there is never more than one syscall thread concurrently executing
per core, for a given process. However in the multicore case, for the same process, there can be
as many syscall threads as cores concurrently executing on the entire system. To avoid cache-
line contention of syscall pages among cores, before a syscall thread begins executing calls from a
syscall page, it locks the page until all its submitted calls have been issued. Since FlexSC processes
typically mapmultiple syscall pages, each core on the system can schedule a syscall thread to work
independently, executing calls from different syscall pages.

4.5 Summary

In this chapter, we identified and quantified sources of performance overhead associated with the
system call mechanism that has been universally adopted by operating systems today. The sources
of overhead can be classified into two components: a direct and an indirect component. The direct
component, which has been traditionallymeasured by operating systemmicro-benchmarks, is tied
to the cost ofmode switching through the use a processor interrupt or exception. The indirect costs,
which are rarely measured, relate to the processor state pollution that occurs with frequent mode
switches, and prevents both application and kernel code from achieving peak efficiency through-
out the execution of several thousand instructions.

Motivated by the performance cost analysis of the exception-based system call mechanism, we
introduced the concept of exception-less system call that decouples system call invocation from
execution. This allows for flexible scheduling of system call execution which in turn enables sys-
tem call batching and dynamic core specialization that both improve locality in a significant way.
System calls are issued bywriting kernel requests to one of the reserved syscall pages using normal
store operations, and they are executed by special in-kernel syscall threads, which then post the
results to the syscall page.

The concept of exception-less system calls originated as amechanism for low-latency communi-
cation between user and kernel-spacewith hyper-threaded processors inmind. We had hoped that
communicating directly through the shared L1 cachewould bemuchmore efficient than relying on
costly mode switching based mechanisms. However, the measurements presented in Section 4.2,
as well as other preliminary experiments, made it clear that mixing user and kernel-mode execu-
tion on the same core would not be efficient for server class workloads. In future workwe intend to
study how to exploit exception-less system calls as a communicationmechanism in hyper-threaded
processors.

The implementation of this new mechanism, however, does not automatically result in per-
formance improvements. In order to derive more efficient execution with exception-less system
calls, it is also necessary for applications to make use of the new mechanism in a way that favors
independent user and kernel execution. In the next two chapters, we explore different program
structures that are able to exploit the performance benefits of exception-less system calls. In both
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cases, we rely on highly parallel execution with sufficient independent work to overlap operating
system and application execution.



Chapter 5

Exception-Less Threads

Exception-less system calls present a significant change to the semantics of the system call interface
with potentially drastic implications for application code and programmers. Programming using
exception-less system calls directly is more complex than using synchronous system calls, as they
do not provide the same, easy-to-reason-about sequentiality. In addition, to reap the performance
benefits of decoupling application and operating system execution, applications must exhibit in-
herent parallelism. Parallelism is necessary so that applications are able to continue executing
useful work while waiting for replies from the operating system.

In this chapter, we address both of these challenges through a specialized threading library
that, using exception-less system calls, can support existing multi-threaded applications. We de-
scribe the design and implementation of FlexSC-Threads, a new M -on-N threading package (M
user-mode threads executing on N kernel-visible threads, with M >> N ). The main purpose of
this threading package is to harvest independent system calls from the application by switching
threads, in user-mode, whenever an application thread invokes a system call.

We have implemented FlexSC-Threads so that it is binary compatible with POSIX threads,
translating legacy synchronous system calls into exception-less ones transparently to applications.
We show how FlexSC-Threads, with exception-less system call support, improves performance
of important applications significantly. Specifically, FlexSC-Threads improves the performance of
Apache by up to 116%, MySQL by up to 40%, and BIND by up to 78% while requiring no modifi-
cations to the applications.

5.1 FlexSC-Threads Overview

Multiprocessing has become the default for computation on servers. With the emergence and ubiq-
uity of multicore processors, along with projection of future chip manufacturing technologies, it
is unlikely that this trend will reverse in the medium future. For this reason, and because of its
relative simplicity vis-a-vis event-based programming, we believe that the multithreading concur-
rency model will continue to be a popular option for designing server applications.

82
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Figure 5.1: Illustration of FlexSC-Threads interacting with FlexSC on a single core; each of the four
diagrams represents a different stage of execution. The top-left diagram depicts the components
of FlexSC-Threads pertaining to a single core. The core run a single pinned kernel-visible thread,
which in turn canmultiplexmultiple user-mode threads. Multiple syscall pages, and consequently
syscall threads, are also allocated (and pinned) per core. The top-right diagram shows the FlexSC-
Threads redirecting a system call request by, instead of issuing a special instruction, writing the
request to an entry in the syscall page. The bottom-left diagram depicts a user-mode thread being
preempted as a result of issuing a system call, and execution redirected to a ready user thread.
This user-mode thread switch does not require interaction with the operating system kernel. The
bottom-right diagram depicts the scenario where all user-mode threads are waiting for system call
requests; in this case FlexSC-Threads library synchronously invokes flexsc_wait() to the kernel.

In this chapter, we describe the design and implementation of FlexSC-Threads, a threading
package that transforms legacy synchronous system calls into exception-less ones transparently to
applications. It is intended for server-type applications with many user-mode threads, such as
Apache orMySQL. FlexSC-Threads is compliant with POSIX Threads, and binary compatible with
NPTL [65], the default Linux thread library. As a result, Linuxmulti-threaded programsworkwith
FlexSC-Threads “out of the box” without modification or recompilation.

FlexSC-Threads uses a simple M -on-N threading model (M user-mode threads executing on
N kernel-visible threads). We rely on the ability to perform user-mode thread switching solely in
user-space to transparently transform legacy synchronous calls into exception-less ones. In essence,
FlexSC-Threads uses each kernel visible execution context (kernel-visible thread) to multiplex the
execution of various user-mode threads, as shown in the top-left diagram of Figure 5.1.
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For each newly created user-mode thread, a new stack is allocated, along with metadata struc-
tures that describe the thread. Each kernel-visible thread under control of the FlexSC-Threads
library has a run queue of user-mode threads that are ready to execute, as well as a queue of user-
mode threads that are blocked, waiting for a resource to become available.

As a consequence, FlexSC-Threads also implements a scheduler to schedule the execution of
the user-level threads. Similar to traditional threading libraries, synchronizations points, such as
locks, semaphores and access to contended resources form natural scheduling points. Unique to
FlexSC-Threads is the use of system calls as an important scheduling point.

A fundamental feature of FlexSC-Threads is the use of user-mode thread switches, upon a sys-
tem call, to hide the asynchronous nature of exception-less system calls. When execution of a
user-mode thread results in a system call, the thread is blocked, a thread switch is made, and ex-
ecution resumes. Only when the system call has been completed is the requesting thread allowed
to resume execution.

The result of blocking threads while their respective exception-less system calls are pending
is that system calls retain their legacy synchronous behavior. The result of performing user-mode
thread switches upon system calls, on the other hand, is that the underlying implementation of the
system call need not be synchronous, and in fact, is asynchronous with exception-less system calls.
The expected outcome of such execution is that the number of mode switches can be substantially
reduced. Moreover, user-mode threads and syscall threads, in the kernel, can work independently
while asynchronously communicating through memory.

The interaction between FlexSC-Threads and the exception-less system call mechanism is il-
lustrated in Figure 5.1. From an implementation perspective, the figure illustrates the following
steps:

1. We redirect to our FlexSC-Threads library each libc call that issues a legacy system call. Typi-
cally, applications do not directly embed code to issue system calls, but instead call wrappers
in the dynamically loaded libc. We use the dynamic loading capabilities of Linux to redirect
execution of such calls to our library.

2. The FlexSC-Threads library thenposts the corresponding exception-less system call to a syscall
page, marks the current thread as blocked, and switches to another user-mode thread that is
ready for execution.

3. If all user-mode threads are marked as blocked, depleting the ready run-queue, the FlexSC-
Threads library checks the syscall page for any syscall entries that have been completed, wak-
ing up the appropriate user-mode thread so that it can obtain the result of the completed
system call.

4. As a last resort, if all user-mode threads are blocked and no user-mode thread can be woken
up, flexsc_wait() is called, putting the kernel visible thread to sleepuntil one of the pending



Chapter 5. Exception-Less Threads 85

system calls has completed.

The policy implemented in the FlexSC-Threads scheduler is the simple first-in-first-out policy.
Threads are placed in the run-queue in the order in which their blocking conditions are satisfied;
we expect that in most cases threads are blocked waiting for the completion of a system call.

5.2 Multi-Processor Support

The implementation of FlexSC-Threads for a single processor is relatively simple, as described in
the previous section. To enable efficient execution onmultiple processors, with particular emphasis
on multicore execution, several changes were introduced which we describe in this section.

The use of M -on-N threading model used in FlexSC-Threads was partially motivated for effi-
cient multicore support, where N (the number of kernel visible threads) is equal to the number
of cores available to the application. The key challenge of previously proposed M -on-N thread-
ing models, such as scheduler activations [7], is guaranteeing that the kernel visible threads do
not block. Blocking a kernel visible thread is detrimental to performance in a M -on-N model, as
it prevents further execution of the user-level threads that are ready to run on that kernel visible
thread. The solution adopted for scheduler activations was to upcall user-space, giving it a new ex-
ecution stack/context whenever an event caused the original system call to block. FlexSC-Threads
sidesteps this issue with exception-less system calls. Since the kernel visible threads of FlexSC-
Threads do not block on system calls, there is no need to implement kernel upcalls.

One disadvantage FlexSC-Threads has relative to scheduler activations is scheduler activations’
ability to control implicit blocking events, such as user-level page-faults. On the other hand, our
experience with server workloads has shown that user-level blocking page-faults are not a frequent
event, except during early initialization of the server process. Kernel page-faults are not problem-
atic, as they only block one of the syscall threads. As for non-blocking user page-faults (also known
as “in-core” page faults), FlexSC-Threads behaves exactly the same way the default Linux 1-on-1
threading system does; an exception is taken synchronously, the page-fault is handled, and the
thread is allowed to continue without blocking.1

5.2.1 Per core data structures and synchronization

FlexSC-Threads implements multicore support by creating a single kernel visible thread per core
available to the process, and pinning each kernel visible thread to a specific core. From a pure
functional perspective, we could schedule more than one kernel visible thread per core. However,
since kernel-visible threads only block when there is no more available work, there is no need

1To allow for truly exception-less page-faults, theMMUs ofmodern processors would need to be extended to support
an exception-less page-faultmechanism, allowing user-space to continue executionwhile avoiding the access to the faulted
data (by, for example, switching to a separate user-mode thread), while posting the exception-less page-fault to the
kernel. We are not aware of any processor that supports this, or equivalent, feature.
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Figure 5.2: Simple 2 core example of FlexSC-Threads on FlexSC. Opaque threads are active, while
grayed-out threads are inactive. Syscall pages are accessible to both cores, as we run using shared-
memory, leveraging the fast on-chip communication of multicores.

to create more than one kernel visible thread per core. Furthermore, minimizing the number of
context switches between kernel-visible FlexSC-Threads reduces the number of user/kernel mode
switches.

Besides the benefits of reducing the number of mode switches, we leveraged the use of a single
kernel visible thread per core to optimize FlexSC-Threads. In particular, we have structured most
data structures in the library so that they are allocated and accessed per core (or kernel-visible
thread). Operating on per core data structures has two performance advantages over using data
structures that are shared by multiple cores. First, we expect that per core data structures can
improve performance due to improved locality. Since these data structures are not accessed by
multiple cores, they are not invalidated due to remote cores writing to shared cache lines. Second,
redundancy across local caches is reduced, since local caches will contain mostly private data.

A second performance advantage of operating with per core data structures is that private
data does not need to be protected with synchronization primitives, such as locks and atomic in-
structions. Since these primitives are quite expensive on current hardware, even when access is
uncontended, avoiding them not only improves overall scalability, but also per core efficiency.

5.2.2 Thread migration

A couple of particularly important data structures in the FlexSC-Threads library are the run and
wait queues, used by thread scheduler. For the performance reasons detailed in the previous sec-
tion, it is important that the scheduler queues be per core. Given the targeted server style workload
for FlexSC, where system calls are made once every few thousand instructions, thread switching
is expected to be a significant portion of overhead that our library introduces.

One challenge of using per core wait and run queues when compared to central global queues
is the problem of load imbalance. Load imbalance can lead to threads scheduled on some cores
having less frequent access to the processor. Worst, in extreme cases where the run queue of a core
is completely depleted, load imbalance can lead to cores experiencing idle time while ready to run
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threads are available on run queues managed by other cores.

To resolve the potential for load imbalance in the FlexSC-Threads library, we implemented a
simple thread migration protocol. The first component involved in keeping the run queues bal-
anced is a public (visible to all cores) count of the current run queue length. Because of its advi-
sory nature, the public run queue lengths are not synchronized for access. They arewritten only by
their corresponding core and read (but never written to) by remote cores. These run queue lengths
are used by each thread scheduler to determine whether they should request for a remote thread
to be migrated to the local run queue.

In our implementation, the core with the least number of ready threads is responsible for ini-
tiating the migration protocol. It does so when the run queue with the most number of threads
has more than two times the number of threads than the local queue. After deciding that a thread
migration should occur, the local core signals the remote core that it wants to migrate one of the
remote threads to the local run queue. To do so, it updates one of the data structures that is shared
among the cores. Each core checks for migration requests upon executing the scheduler code. To
satisfy the request, it removes the tail thread from the local run queue, and places it in the shared
data structure (this data structure requires synchronization, unlike the per core private data struc-
tures). Finally, when the requesting core’s scheduler executes again, it can finally take themigrated
thread from the remote core and place it into its local run queue.

In addition to the traditional load imbalance challenge that exists in per core run queues, the
FlexSC-Threads run-time has a unique situation that can lead to thread starvation. This occurs
when, as described in Section 4.4.5, the syscall thread scheduler decides to schedule system call
execution on a core. When it does so, it may specialize the core to predominantly execute kernel
work, thus not allowing the kernel visible thread, pinned to only execute on that core, access to the
processor. As a consequence, the user threads that were placed on the run queue of that particular
kernel visible thread do get to run, and suffer from starvation.

To overcome this type of starvation, we extend the threadmigration logic of the FlexSC-Threads
scheduler to migrate user threads from a descheduled kernel visible thread to other cores that
are currently executing in user-mode. Unlike migrating user threads between two kernel visible
threads for the purpose of load balancing, moving user threads from a descheduled kernel visible
thread cannot rely on the participation of the donor run queue (since its thread is descheduled).
For this reason, the scheduler executing on remote cores must detect that a sibling kernel visible
thread is not executing. We implement this by requiring the syscall thread scheduler to update a
data structure, visible to FlexSC-Threads schedulers, whenever it begins executing syscall threads
on a particular core. Inside the scheduler, cores can then monitor the status of remote cores. If
a core determines that a remote core is executing in kernel mode, and the remote core has user
threads pending in its run queue, it picks one thread from its run queue, with appropriate syn-
chronization in place, and places it on the local run queue. If the core of the descheduled kernel
visible thread stays in kernel mode for enough time, the sibling cores will eventually remove all of
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the user threads from its run queue.

5.2.3 Syscall pages

As an optimization, we have designed FlexSC-Threads to register a private set of syscall pages per
kernel visible thread (i.e., per core). Since syscall pages are private to each core, there is no need to
synchronize their accesswith costly atomic instructions. The FlexSC-Threads user-mode scheduler
implements a simple form of cooperative scheduling, with system calls acting as yield points. As a
result, it is possible to guarantee atomicity of accesses to each syscall page entry without requiring
synchronization.

It is important to note that FlexSC-Threads relies on a large number of independent user-mode
threads to post concurrent exception-less system calls. Since threads are executing independently,
there is no constraint on ordering or serialization of system call execution (thread-safety constraints
should be enforced at the application level and is orthogonal to the system call execution model).

5.3 Limitations

Our implementation of FlexSC-Threads has been successfully used to run several server stylework-
loads. We have been able to use the application binaries distributed with our Linux operating sys-
tem, with small changes to startup scripts to enable the loading of our threading library instead
of the default Linux threading library. Nonetheless, there are a few limitations of our current im-
plementation of FlexSC-Threads that could potentially impact the applicability of our system to
workloads we have not yet explored. Some of the limitations we are aware of are:

• Complications due to non-preemption. Our library does not implement preemption, that
is, the ability to interrupt the execution of a user-mode thread at any moment. As a result,
there is potential for a single user thread to execute indefinitely if it does not make a system
call or attempt to acquire locks or mutexes, starving execution of other user threads. In all
workloads we experimented with, lack of preemption did not pose a problem since during
run-time threads frequently make system calls or synchronize with each other.

A simple solution to implement preemption in user-level threading libraries is to schedule
a periodic signal to be delivered to the user-level scheduler. This signal can be used to pre-
empt the currently executing user thread. We believe such a mechanism could be adopted
in FlexSC-Threads. The major change necessary would be ensuring atomicity of access to
data structures that were previously unprotected due to the assumptions made about non-
preemption.

• Idle time due to blocking page faults. As discussed in Section 5.2, if a user-level page-fault
blocks the kernel visible thread (say, due to swapping), all of the user-level threads, even if
ready to execute, are blocked from running as well. As mentioned, in our experiments we
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have not found this to be an issue. Evenwhen experimentingwithMySQL, which is themost
memory hungry server, most of the I/O is done through explicit system calls, as long as the
memory buffers are sized correctly to fit in the available physical memory.

A potential solution for workloads that exhibit blocking page-faults is allowing multiple ker-
nel visible threads to be scheduled per core (we currently allow only one). This is the tradi-
tional solution to avoiding idle time in 1-to-1 threading models (such as the current default
LinuxNPTL threading library [65]). In this case, when a kernel visible thread blocks, another
ready kernel visible thread can be scheduled on the same processor, which prevents the pro-
cessor from accruing idle time. Themain drawback of havingmultiple kernel visible threads
per core would be the increase in overhead due to the larger number of context switches.

• No multi application experiments. The experiments we conducted in the following sections
are based on the assumption that a single application is running on the server. Although
there is no fundamental design decision made based on this assumption, it is likely that we
would have to refine the scheduling policies when multiple applications are competing for
resources, specifically for execution onmultiple processors. For example, the algorithm used
to decide how many and which cores are dedicated to kernel-mode execution uses per pro-
cess information (namely, number of outstanding system calls for that process). In the case
of having multiple applications, it will likely be important to take into account information
that is system wide, and not only per process.

One solution that we have considered is to divide the number of cores available to different
applications. Instead of time sharing the same cores, which is the strategy used on current
operating systems, applications should be scheduled on a non-intersecting set of cores. After
deciding how many cores to dedicate to which applications, the current FlexSC and FlexSC-
Threads policies should work without requiring changes. However, deciding the optimal
number of cores to dedicate per application, and potentially adapting that number at run-
time, is still a topic of on-going research.

5.4 Experimental Evaluation

We first present the results of a micro-benchmark that shows the overhead of the basic exception-
less system call mechanism, and then we show the performance of three popular server applica-
tions, Apache, MySQL, and BIND transparently using exception-less system calls through FlexSC-
Threads. Finally, we analyze the sensitivity of the performance of FlexSC to the number of system
call pages.

FlexSC was implemented in the Linux kernel, version 2.6.33. The baseline line measurements
we present were collected using unmodified Linux (same version), and the default native POSIX
threading library (NPTL) [65]. We identify the baseline configuration as “sync”, and the system
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Component Specification
Cores 4

Issue width 5 instructions
Reorder Buffer 128 entries
Cache line 64 B for all caches

Private L1 i-cache 32 KB, 3 cycle latency
Private L1 d-cache 32 KB, 4 cycle latency
Private L2 cache 512 KB, 11 cycle latency
Shared L3 cache 8 MB, 35-40 cycle latency

Memory 250 cycle latency (avg.)
TLB (L1) 64 (data) + 64 (instr.) entries
TLB (L2) 512 entries

Table 5.1: Characteristics of the 2.3GHz Core i7 processor.
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Figure 5.3: Exception-less system call cost on a single-core.

with exception-less system calls as “flexsc”.
The experiments presented in this section were run on an Intel Nehalem (Core i7) processor

with the characteristics shown in Table 5.1. The processor has 4 cores, each with 2 hyper-threads.
We disabled the hyper-threads, as well as the “TurboBoost” feature, for all our experiments tomore
easily analyze the measurements obtained.

For the Apache, MySQL, and BIND experiments, requests were generated by a remote client
connected to our test machine through a 1 Gbps network, using a dedicated router. The client
machine contained a dual core Core2 processor, running the same Linux installation as the test
machine, and was not CPU or network constrained in any of the experiments.

All values reported in our evaluation represent the average of 5 separate runs.

5.4.1 Overhead

The overhead of executing an exception-less system call involves switching to a syscall thread, de-
marshalling arguments from the appropriate syscall page entry, switching back to the user-thread,
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Figure 5.4: Exception-less system call cost, in the worst case, for remote core execution.

and retrieving the return value from the syscall page entry. To measure this overhead, we created
a micro-benchmark that successively invokes a getppid() system call. Since the user and kernel
footprints of this call are small, the time measured corresponds to the direct cost of issuing system
calls.

We varied the number of batched system calls, in the exception-less case, to verify if the direct
costs are amortized when batching an increasing number of calls. The results obtained executing
on a single core are shown in Figure 5.3. The baseline time, show as a horizontal line, is the time to
execute an exception-based system call on a single core. Executing a single exception-less system
call on a single core is 43% slower than a synchronous call. However, when batching more than
2 calls the overhead is lower than for synchronous call, and when batching 32 or more calls, the
execution of each call is up to 130% faster than a synchronous call.

We also measured the time to execute system calls on a remote core (Figure 5.4). In addition to
the single core operations, remote core execution entails sending an inter-processor interrupt (IPI)
to wake up the remote syscall thread. In the remote core case, the time to issue a single exception-
less system call can be more than 10 times slower than a synchronous system call on the same
core. This measurement represents a worst case scenario when there is no currently executing
syscall thread. Despite the high overhead, the overhead on remote core execution is recouped
when batching 32 or more system calls.

5.4.2 Apache

We used Apache version 2.2.15 to evaluate the performance of FlexSC-Threads. Since FlexSC-
Threads is binary compatible with NPTL, we used the same Apache binary for both FlexSC and
Linux/NPTL experiments. We configuredApache to use a differentmaximumnumber of spawned
threads for each case. The performance of Apache running on NPTL degrades with too many
threads, and we experimentally determined that 200 was optimal for our workload and hence



Chapter 5. Exception-Less Threads 92

0 200 400 600 800 1000
0

5000

10000

15000

20000

25000

30000

35000

40000

45000
flexsc
sync

Request Concurrency

T
h

ro
u

g
h

p
u

t 
(r

e
q

u
e

s
ts

/s
e

c
.)

(a) 1 Core

0 200 400 600 800 1000
0

5000

10000

15000

20000

25000

30000

35000

40000

45000
flexsc
sync

Request Concurrency

T
h

ro
u

g
h

p
u

t 
(r

e
q

u
e

s
ts

/s
e

c
.)

(b) 2 Cores

0 200 400 600 800 1000
0

5000

10000

15000

20000

25000

30000

35000

40000

45000

flexsc
sync

Request Concurrency

T
h

ro
u

g
h

p
u

t 
(r

e
q

u
e

s
ts

/s
e

c
.)

(c) 4 Cores

Figure 5.5: Comparison of Apache throughput of Linux/NPTL and FlexSC executing on 1, 2 and
4 cores.
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used that configuration for the NPTL case. For the FlexSC-Threads case, we raised the maximum
number of threads to 1000.

The workload we used was ApacheBench, a HTTP workload generator that is distributed with
Apache. It is designed to stress-test theWeb server determining the number of requests per second
that can be serviced, with varying number of concurrent requests.

Figure 5.5 shows the results of Apache running on 1, 2 and 4 cores. For the single core exper-
iments, FlexSC employs system call batching, and for the multicore experiments it additionally
dynamically redirects system calls to maximize core locality. The results show that, except for
a very low number of concurrent requests, FlexSC outperforms Linux/NPTL by a wide margin.
With system call batching alone (1 core case), we observe a throughput improvement of up to 86%.
The 2 and 4 core experiments show that FlexSC achieves up to 116% throughput improvement,
showing the added benefit of dynamic core specialization.

Table 5.2 and Figure 5.6 show the effects of FlexSC on the micro-architectural state of the pro-
cessor while running Apache. They display various processor metrics, collected using hardware
performance counters, during execution with 512 concurrent requests. The most important metric
listed in Table 5.2 is the cycles per instruction (CPI) of the user and kernel mode for the different
setups, as it summarizes the efficiency of execution. The other values listed are normalized values
using misses per kilo-instructions (MPKI). MPKI is a widely used normalization method that makes
it easy to compare values obtained from different executions. Figure 5.6 is based on the same in-
formation, however, it displays the relative performance of each of the metrics, to allow for easier
visual comparison between Linux/NPTL and FlexSC.

The most efficient execution of the four listed in the table is FlexSC on 1 core, yielding a CPI of
1.06 on both kernel and user execution, which is 95–108% more efficient than for NPTL. While the
FlexSC execution of Apache on 4 cores is not as efficient as the single core case, with an average
CPI of 1.33, there is still a 71% improvement, on average, over NPTL.

Most metrics we collected are significantly improved with FlexSC. Of particular importance
are the performance critical structures that have a high MPKI value on NPTL such as d-cache, i-
cache, and L2 cache. The better use of thesemicro-architectural structures effectively demonstrates
the premise of this work, namely that exception-less system calls can improve processor efficiency.
The only structure which observes more misses on FlexSC is the user-mode TLB. We are currently
investigating the reason for this.

There is an interesting disparity between the throughput improvement (94%) and the CPI im-
provement (71%) in the 4 core case. The difference comes from the added benefit of localizing
kernel execution with core specialization. Figure 5.7 shows the time breakdown of Apache exe-
cuting on 4 cores. FlexSC execution yields significantly less idle time than the NPTL execution.2

The reduced idle time is a consequence of lowering the contention on a specific kernel semaphore,

2The execution of Apache on 1 or 2 core did not present any idle time.
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Figure 5.6: Comparison of processor performance metrics of Apache execution using Linux and
FlexSC on 1 and 4 cores. All values are normalized to baseline execution (sync). The CPI columns
show the normalized cycles per instruction, while the other columns depict the normalized misses
of each processor structure (lower is better in all cases).

Apache User Kernel
Setup CPI L3 L2 L1 d$ L1 i$ TLB Branch CPI L3 L2 L1 d$ L1 i$ TLB Branch
sync (1 core) 2.08 3.7 68.9 63.8 130.8 7.7 20.9 2.22 1.4 80.0 78.2 159.6 4.6 15.7
flexsc (1 core) 1.06 1.7 27.5 35.3 41.3 8.8 12.6 1.06 1.0 15.8 31.6 45.2 3.3 11.2
sync (4 cores) 2.22 3.9 64.6 67.9 127.6 9.6 20.2 2.32 4.4 49.5 73.8 124.9 4.4 15.2
flexsc (4 cores) 1.35 1.0 37.5 55.5 49.4 19.3 13.0 1.31 1.5 19.1 50.2 63.7 4.2 11.6

Table 5.2: Micro-architectural breakdown of Apache execution on uni- and quad-core setups. All
values shown, except for CPI, are normalized using misses per kilo-instruction (MPKI): therefore,
lower values yield more efficient execution and lower CPI.
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Figure 5.7: Breakdown of execution time into kernel, user and idle time of the Apache workload
on 4 cores.
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Figure 5.8: Comparison of Apache latency of Linux/NPTL and FlexSC executing on 1, 2 and 4
cores, with 256 concurrent requests.
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namely mmap_sem. Linux protects address spaces with a per address-space read-write semaphore
(mmap_sem). Profiling shows that every Apache thread allocates and frees memory for serving re-
quests, and both of these operations require the mmap_sem semaphore to be held with write permis-
sion. Further, the network code in Linux invokes copy__user(), which transfers data in and out of
the user address-space. This function verifies that the user-space memory is indeed valid, and to
do so acquires the semaphore with read permissions. In the NPTL case, threads from all 4 cores
compete on this semaphore, resulting in 50% idle time. With FlexSC, kernel code is dynamically
scheduled to run predominantly on 2 out of the 4 cores, halving the contention to this resource,
eliminating 38% of the original idle time.

Another important metric for servicing Web requests besides throughput is latency of indi-
vidual requests. One might intuitively expect that latency of requests to be higher under FlexSC
because of batching and asynchronous servicing of system calls, but the opposite is the case. Fig-
ure 5.8 shows the average latency of requests when processing 256 concurrent requests (other con-
currency levels showed similar trends). The results show thatWeb requests on FlexSC are serviced
within 50-60% of the time needed on NPTL, on average.

5.4.3 MySQL

In the previous section, we demonstrated the effectiveness of FlexSC running on a workload with
a significant proportion of kernel time. In this section, we experiment with online transaction
processing (OLTP) workload on MySQL, a workload for which the proportion of kernel execution
is smaller (roughly 25% as seen in Figure 5.9). Our evaluation used MySQL version 5.5.4 with an
InnoDB backend engine, and as in the Apache evaluation, we used the same binary for running
on NPTL and on FlexSC. We also used the same configuration parameters for both the NPTL and
FlexSC experiments, after tuning them for the best NPTL performance.

To generate requests to MySQL, we used the sysbench system benchmark utility. Sysbench was
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Figure 5.9: Breakdown of execution time into kernel, user and idle time of the MySQL workload
on 4 cores.
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Figure 5.10: Comparison of MySQL throughput of Linux/NPTL and FlexSC executing on 1, 2 and
4 cores.
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Figure 5.11: Comparison of processor performance metrics of MySQL execution using Linux and
FlexSC on 1 and 4 cores. All values are normalized to baseline execution (sync). The CPI columns
show the normalized cycles per instruction, while the other columns depict the normalized misses
of each processor structure (lower is better in all cases).

MySQL User Kernel
Setup CPI L3 L2 L1 d$ L1 i$ TLB Branch CPI L3 L2 L1 d$ L1 i$ TLB Branch
sync (1 core) 0.89 0.6 21.1 34.8 24.2 3.8 7.8 3.03 16.5 125.2 209.6 184.9 3.9 17.4
flexsc (1 core) 0.91 1.8 19.6 36.3 23.6 5.4 6.9 2.22 23.2 55.1 131.9 86.5 3.7 13.6
sync (4 cores) 1.82 3.7 15.8 25.2 18.9 3.1 5.9 2.78 16.6 78.0 147.0 120.0 3.6 15.7
flexsc (4 cores) 1.39 2.7 16.7 30.6 20.9 4.7 6.5 2.22 18.4 46.6 104.4 63.5 2.5 11.5

Table 5.3: Micro-architectural breakdown of MySQL execution on uni- and quad-core setups. All
values shown, except for CPI, are normalized using misses per kilo-instruction (MPKI): therefore,
lower numbers yield more efficient execution and lower CPI.
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created for benchmarking MySQL processor performance and contains an OLTP inspired work-
load generator. The benchmark allows executing concurrent requests by spawning multiple client
threads, with each connecting to the server and sequentially issuing SQL queries. The number
of concurrent connections (concurrency level) can be configured for each experiment. To handle
the concurrent clients, MySQL spawns a user-level thread per connection. At the end, sysbench
reports the number of transactions per second executed by the database, as well as average latency
information. For these experiments, we used a database with 5M rows, resulting in 1.2 GB of data.
Since we were interested in stressing the CPU component of MySQL, we disabled synchronous
transactions to disk. Given that the configured database was small enough to fit in memory, the
workload presented no idle time due to disk I/O.

Figure 5.10 shows the throughput numbers obtained on 1, 2 and 4 cores when varying the
number of concurrent client threads issuing requests to the MySQL server.3 For this workload,
system call batching on one core provides modest improvements: up to 14% with 256 concurrent
requests. On 2 and 4 cores, however, we see that FlexSC provides a consistent improvement with
16 or more concurrent clients, achieving up to 37%-40% higher throughput.

Table 5.3 contains themicro-architectural processormetrics collected for the execution ofMySQL.
For easier visualization, we compare themetrics betweenNPTL and FlexSC in Figure 5.11. Because
MySQL invokes the kernel less frequently than Apache, kernel execution yields high miss rates,
resulting in a high CPI of 3.03 on NPTL. In the single core case, FlexSC does not greatly alter the
execution of user-space, but decreases kernel CPI by 36%. FlexSC allows the kernel to reuse state in
the processor structures, yielding lower misses across most metrics. In the case of 4 cores, FlexSC
also improves the performance of user-space CPI by as much as 30%, compared to NPTL. Despite
making less of an impact in the kernel CPI than in single core execution, there is still a 25% kernel
CPI improvement over NPTL.

Figure 5.12 shows the average latencies of individual requests for MySQL execution with 256
concurrent clients. As is the case with Apache, the latency of requests on FlexSC is improved over
execution on NPTL. Requests on FlexSC are satisfied within 70-88% of the time used by requests
on NPTL.

3For both NPTL and FlexSC, increasing the load on MySQL yields peak throughput between 32 and 128 concurrent
clients after which throughput degrades. The main reason for this performance degradation is the costly and coarse
synchronization used inMySQL.MySQL and Linux kernel developers have observed similar performance degradation.
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Figure 5.12: Comparison of MySQL latency of Linux/NPTL and FlexSC executing on 1, 2 and 4
cores, with 256 concurrent requests.

5.4.4 BIND

TheDomainName System (DNS) is a vital component ofmodern networks, including the Internet.
At a high level, DNS is used to translate names, which aremeant to be human-friendly, into numeric
addresses, which are used for identification of computers and IP packet routing across networks.
In this section, we evaluate the performance of a DNS server under FlexSC. In particular, we use
the BIND 9 DNS server, which was developed by the Internet Software Consortium as the de facto
standard DNS server.

In the experiments presented we use BIND version 9.7.0, and as with the previous servers,
we use the same binary and installation to generate both NPTL on FlexSC results. We config-
ured BIND to be an authoritative server for four local (made up) zones. Through experimentation,
we observed best performance when running BIND with 64 threads per core, in both NPTL and
FlexSC-Threads.

The workload we used to generate DNS requests was the dnsperf DNS server performance tool
(version 1.0.1.0). It uses an input file containing queries to be issued to the server. The tool gener-
ates requests at an increasing frequency until the server achieves peak throughput. As such, the
concurrency level cannot be controlled and the tool reports the overall throughput (in transactions
per second), along with average andmaximum latencies for the requests. For the experiments pre-
sented in this section, we generated an input file with 500 thousand DNS requests, based on an
example input file that is distributed with dnsperf.

With respect to the proportion of execution time in user and kernel modes, BIND has higher
proportion of user mode execution than kernel mode execution, as can be seen in Figure 5.13. On a
single core, when using NPTL threading, BIND spends close to one-third of the time executing in
kernel-mode, which is a higher proportion of kernel time relative toMySQL, but less than Apache.
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Figure 5.13: Breakdown of execution time into kernel, user and idle time of the BIND workload
on 1 and 4 cores.
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Figure 5.14: Comparison of BIND throughput of Linux/NPTL and FlexSC executing on 1, 2 and 4
cores.
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Figure 5.14 shows the throughput of BIND executing on 1, 2 and 4 cores. For BIND, system
call batching on one core provides an improvement of 22% in the throughput reported by dnsperf.
The performance improvement of FlexSC over NPTL is higher when executing with 2 cores, with
a 31% throughput increase. With 4 cores, we observe the highest performance difference between
FlexSC and NPTL, with up to 79% throughput increase.

The results show that not only does FlexSC yield faster execution, but it scales better with the
number of cores. With NPTL, each doubling in the number of processors used to execute BIND,
we observe a 1.55 times increase in the peak throughput. With FlexSC, each doubling of processors
yields a roughly 1.85 times increase in the the peak throughput, bringing scalability closer to ideal
(which would be a 2 times increase in throughput with each doubling in core count).

Table 5.4 and Figure 5.15 show the effects of FlexSC on the micro-architectural state of the pro-
cessor while running BIND. Similar to MySQL, which is dominated by user-mode execution, the
architectural improvements are greatest within kernel-mode execution. Since BIND execution is
biased towards user-mode, separating user and kernel execution yields modest improvements to
user-mode: 10% on 1 core and 19% on 4 cores. For kernel-mode execution, however, FlexSC im-
proves efficiency by 49% in 1 core and on 4 cores, efficiency improves by up to 75%. As the micro-
architectural breakdown shows, several processor structures that are important for performance
such as the L1 i-cache, L1 d-cache and L2 saw reduced miss rate when BIND executed with FlexSC.
The reductions are particularly visible for kernel-mode execution on 4 cores, where L2misses were
reduced to less than one-third of their baseline values and L1 icache misses were reduced to less
than half of the baseline values.

In addition to the improvements in processor efficiency, the execution of BIND also benefits
from reduced synchronization costs in FlexSC due to localized kernel execution. Analogous to
the idle time observed with Apache when executing on 4 cores, BIND exhibits 14% idle time with
Linux/NPTL when running on 4 cores, as can be seen in Figure 5.13. The source of the idle time is
contention for a mutex that protects sockets (sk_lock). Since the dnsperf tool opens a single UDP
connection to the BIND server, all BIND threads must acquire the same lock to send and receive
messages. In the 4 core execution with FlexSC, most operating system activity is localized to a
single core. For this reason, the sk_lock lock is predominantly accessed from a single core, which
significantly reduces the contention for the lock. As a result, execution with FlexSC on 4 cores
exhibits no idle time.

Figure 5.16 shows the latencies of requests as reported by the dnsperf tool. The left graph shows
the average latencies for requests and the right graph shows themaximum latencies for requests. For
the average case, FlexSC reduces the latency proportionally to the increases in throughput: 19% on
1 core, 25% on 2 cores and 43% on 4 cores. For the maximum case, FlexSC reduces latencies even
further, by as much as 85% on 1 core, and more than 72% on 2 and 4 cores.
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Figure 5.15: Comparison of processor performance metrics of BIND execution using Linux and
FlexSC on 1 and 4 cores. All values are normalized to baseline execution (sync). The CPI columns
show the normalized cycles per instruction, while the other columns depict the normalized misses
of each processor structure (lower is better in all cases).

MySQL User Kernel
Setup CPI L3 L2 L1 d$ L1 i$ TLB Branch CPI L3 L2 L1 d$ L1 i$ TLB Branch
sync (1 core) 1.24 0.2 18.0 76.8 99.2 6.4 20.0 2.06 0.7 30.4 150.0 210.5 9.0 10.0
flexsc (1 core) 1.13 0.2 17.5 70.4 85.6 9.2 18.0 1.39 0.7 10.1 73.8 97.2 6.5 9.8
sync (4 cores) 1.48 2.2 24.2 76.1 100.6 7.4 21.2 2.57 6.4 37.2 95.7 135.0 6.5 12.1
flexsc (4 cores) 1.24 1.5 18.3 65.4 71.4 9.4 18.2 1.46 2.0 5.3 70.4 88.2 7.3 10.1

Table 5.4: Micro-architectural breakdown of BIND execution on uni- and quad-core setups. All
values shown, except for CPI, are normalized using misses per kilo-instruction (MPKI): therefore,
lower numbers yield more efficient execution and lower CPI.
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Figure 5.16: Comparison of BIND latency of Linux/NPTL and FlexSC executing on 1, 2 and 4 cores.
The left graph shows the average latencies reported by the dnsperf client, and the right graph shows
the maximum latency taken by any single request.

5.4.5 Sensitivity Analysis

In all experiments presented so far, FlexSC was configured to have 8 system call pages per core,
allowing up to 512 concurrent exception-less system calls per core. Figure 5.17 shows the sensitivity
of FlexSC to the number of available syscall entries. It depicts the throughput of Apache, on 1 and
4 cores, while servicing 2048 concurrent requests per core, so that there would always be more
requests available than syscall entries. Uni-core performance approaches its best with 200 to 250
syscall entries (3 to 4 syscall pages), while quad-core execution starts to plateau with 300 to 400
syscall entries (6 to 7 syscall pages).

It is particularly interesting to compare Figure 5.17with Figure 5.3 and 5.4. The results obtained
from micro-benchmarking system call invocation (Figure 5.3 and 5.4) would indicate that there is
no need to have applications issue more than 32 exception-less syscall calls. Yet, Figure 5.4 shows
that for Apache, there are clear performance benefits in using several times more syscall entries
(almost 10 times more syscall entries).

We believe these results confirm the system call costs analysismade in Section 4.2. In themicro-
benchmark, whichmostly suffers from the direct costs of system calls (mode switches) performance
reaches its peak with the reduction of a few processor exceptions. With the execution of a real
application, such as Apache, we observe that for performance benefits are observed for longer
periods of specialized (user or kernel) execution. This comparison is another indication that the
direct cost of mode switching, has a lesser effect on performance when compared to the indirect
cost of mixing user- and kernel-mode execution.
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Figure 5.17: Execution of Apache on FlexSC-Threads, showing the performance sensitivity of
FlexSC to different number of syscall pages. Each syscall page contains 64 syscall entries.

5.5 Discussion

5.5.1 Increase of user-mode TLB misses

The performance analysis of applications executing under FlexSC-Threads and FlexSC we pre-
sented in this chapter included detailed measurements of performance sensitive processor struc-
tures. We were able to verify that the application performance improvements observed were con-
sistentwith improvements in the cycles-per-instruction (CPI) processormetric, aswell as improved
execution locality demonstrated by more effective use of various processor structures. Among the
performance sensitive processor structures stressed in the workloads we studied, the L1 instruc-
tion and data caches, which reached values of more than 100 misses per 1000 instructions, and the
L2 caches exhibited improved utilization under FlexSC.

The onlymetric thatwas consistentlyworse under FlexSC, formost experiments, was themisses
on the user-mode TLB. After extensive performance analysis, comparing TLBmiss behavior under
default Linux and FlexSC, we were unable to ascertain the cause of the increase in user-mode TLB
misses.

One potential source of extra TLB misses are the accesses to the shared memory pages (syscall
pages) that is unique to FlexSC. However, TLB miss profiling showed that the addresses that trig-
gered TLB misses were not concentrated on the syscall pages. In fact, TLB misses were uniformly
spread throughout application’s address space, without a discernible pattern or bias to a specific
region of the address space.

Profiling user-mode TLBmisses indicated that a cause could be the finer granularity of switch-
ing user-mode threads in the FlexSC-Threads library compared to the Linux/NPTL scheduler.
While Linux/NPTL scheduler only switches user threads upon a blocking event (such as I/O or
a lock), FlexSC-threads performs a switch on every system call invocation. Since each user-level
thread may access a distinct span of the address space, fine-grain switching of threads may put
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added pressure on the TLB, even if the actual memory footprint is reduced due to reduced inter-
ference from operating system execution.

As future work, it would be interesting to confirm this hypothesis by monitoring TLB activity
through advanced hardware performance counters or through a processor simulator.

5.5.2 Latency

FlexSC and FlexSC-Threads were built primarily with the goal of improving execution efficiency of
server class applications and the operating system kernel. For this reason, our evaluation focused
on processor metrics as well as overall client observed throughput given increasing loads placed
on the server.

A non-intuitive result we showed in this chapter pertains to the effect on the latency of individ-
ual client requests. For the application servers we evaluated, servicing each client request at the
server side requires the completion of a series of system calls. Specifically in the context of single
core experiments, where FlexSC-Threads introduced batching of a large number of system calls,
there is potential for increasing the latency of individual system calls, and consequently, latency
of requests. However, the results clearly shows a reduction in the observed latency of individual
requests.

The reason for this reduced latency also stems from improved efficiency of execution. In the
cases of highly loaded server applications, such as the ones we evaluated, the latency of individual
blocking system call requests does not increasewith FlexSC, but actually decreases. With traditional
system calls, when an event must block execution of system call (e.g., due to I/O operation) the
currently scheduled thread is preempted in favor of a ready thread. In this case, the latency of the
blocking system call will involve not only the time for I/O, but the scheduler will also schedule
other threads before the original thread is rescheduled. In addition, when threads execute, their
non-blocking system calls are completed normally without requiring preemption. The added time
to execute these calls add to the latency of the orignal thread blocking call, which must wait for all
other threads to execute and be preempted before it has a chance to be rescheduled.

In the case of FlexSC-Threads, with a highly loaded server, the latency of blocking system calls
is shorter since both the processing of I/O operations in the kernel is faster and the wait time due
to execution of other applications threads. Since both application and kernel execution exhibits
improved efficiency, the round trip time involved for these system calls should also improve in
relation with the efficiency improvements.

5.6 Summary

In this chapter, we explored a thread based solution to exploit the exception-less system call mech-
anism presented in Chapter 4. In particular, we presented FlexSC-Threads, a M -on-N threading
package that is binary compatible with NPTL and that transparently transforms synchronous sys-
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tem calls into exception-less ones. We described how FlexSC-Threads uses the underlying FlexSC
system, extracting independent operating systemwork from the application by relying on the abil-
ity to multiplex application threads in user space. Futhermore, we focused on multi-processor
concerns in interacting with the kernel FlexSC implementaton and described optimizations that
allow for per core data structures, reducing the need for communicating with sibling cores.

With FlexSC-Threads, we demonstrated how FlexSC improves the throughput of Apache by
up to 116%, MySQL by up to 40% and BIND by up to 79% while requiring no modifications to the
applications. We believe these two workloads are representative of other highly threaded server
workloads that would benefit from FlexSC.

In the current implementation of FlexSC, syscall threads process system call requests in no spe-
cific order, opportunistically issuing calls as they are posted on syscall pages. The asynchronous
execution model, however, would allow for different selection algorithms. For example, syscall
threads could sort the requests to consecutively execute requests of the same type, potentially
yielding greater locality of execution. Also, system calls that perform I/O could be prioritized
so as to issue them as early as possible. Finally, if a large number of cores are available, cores could
be dedicated to specific system call types to promote further locality gains.



Chapter 6

Event-Driven Exception-Less
Programming

Event-driven architectures are currently a popular design choice for scalable, high-performance
server applications. For this reason, operating systems have invested in efficiently supporting non-
blocking and asynchronous I/O, as well as scalable event-based notification systems.

We propose the use of exception-less system calls as themain operating systemmechanism to con-
struct high-performance event-driven server applications. Exception-less system calls have four
main advantages over traditional operating system support for event-driven programs: (1) any
system call can be invoked asynchronously, even system calls that are not file descriptor based,
(2) support in the operating systemkernel is non-intrusive as code changes are not required for each
system call, (3) processor efficiency is increased since mode switches are mostly avoided when is-
suing or executing asynchronous operations, and (4) enablingmulticore execution for event-driven
programs is easier, given that a single user-mode execution context can generate enough requests
to keep multiple processors/cores busy with kernel execution.

We present libflexsc, an asynchronous system call and notification library suitable for building
event-driven applications. Libflexsc makes use of exception-less system calls through our Linux
kernel implementation, FlexSC. We describe the port of two popular event-driven servers, mem-
cached and nginx, to libflexsc. We show that exception-less system calls increase the throughput of
memcached by up to 35% and nginx by up to 120% as a result of improved processor efficiency.

6.1 Introduction

In the previous chapter we described a mechanism that, through no changes in application code
or binaries, could leverage exception-less system calls to improve performance of multi-threaded
server applications. Hiding the asynchronous nature of exception-less system calls came at a cost:
the reliance on a new user-level threading library and the need for a user-level context switch per
system call. In this chapter, we explore an alternative approach to using exception-less system

108
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calls in server applications, namely having the program directly use the exception-less system call
interface. This approach, however, influences the program structure to extract parallel work to be
done by the operating system. Fortunately, a program architecture already exists and has been
widely adopted for handling asynchronous requests and events: event-driven architectures.

Event-driven application server architectures handle concurrent requests by using just a single
thread (or one thread per core) so as to reduce application-level context switching and thememory
footprint that many threads otherwise require. They make use of non-blocking or asynchronous
system calls to support the concurrent handling of requests. The belief that event-driven architec-
tures have superior performance characteristics is why this architecture has been widely adopted
for developing high-performant and scalable servers [75, 144, 146, 161, 198]. Widely used applica-
tion servers with event-driven architectures include memcached and nginx.

The design and implementation of operating system support for asynchronous operations,
along with event-based notification interfaces to support event-driven architectures, has been an
active area of both research and development [17, 36, 31, 69, 82, 110, 113, 144, 146, 198]. Most of the
proposals have a few common characteristics. First, the interfaces exposed to user-mode are based
on file descriptors (with the exception of kqueue [17, 113] and LAIO [69]). Consequently, resources
that are not encapsulated as descriptors (e.g., memory) are not supported. Second, their imple-
mentation typically involved significant restructuring of kernel code paths into an asynchronous
state-machine in order to avoid blocking the user execution context. Third, and most relevant to
our work, while the system calls used to request operating system services are designed not to
block execution, applications still issue system calls synchronously, raising a processor exception,
and switching execution domains, for every request, status check, or notification of completion.

In this chapter, we demonstrate that the exception-less system call mechanism is well suited
for the construction of event-based servers and that the exception-less mechanism presents several
advantages over previous event-based systems:

1. General purpose. Exception-less system call is a general mechanism that supports any system
call and is not necessarily tied to operations with file descriptors. For this reason, exception-less
system calls provide asynchronous operation on any operating system managed resource.

2. Non-intrusive kernel implementation. Exception-less system calls are implementedusing light-
weight kernel threads that can block without affecting user-mode execution. For this reason,
kernel code paths do not need to be restructured as asynchronous state-machines; in fact, no
changes are necessary to the code of standard system calls.

3. Efficient user and kernel mode execution. One of the most significant advantages of exception-
less system calls is its ability to decouple system call invocation from execution. Invocation of
system calls can be done entirely in user-mode, allowing for truly asynchronous execution of
user code. As we show in this chapter, this enables significant performance improvements over
the most efficient non-blocking interface on Linux.
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4. Simpler multi-processing. With traditional system calls, the only mechanism available for ap-
plications to exploit multiple processors (cores) is to use an operating system visible execution
context, be it a thread or a process. With exception-less system calls, however, operating system
work can be issued and distributed to multiple remote cores. As an example, in our implemen-
tation of memcached, a single memcached thread was sufficient to generate work to fully utilize
4 cores.

Server (workload) Syscalls per User Instructions User CPI Kernel Instructions Kernel CPI
Request per Syscall per Syscall

Memcached (memslap) 2 3750 1.25 5420 1.69
nginx (ApacheBench) 12 1460 2.17 6540 2.04

Table 6.1: Statistics about two popular event-driven servers, memcached and nginx, when running
on Linux and using the epoll interface. The average number of instructions executed on different
workloads before issuing a syscall, the average number of system calls required to satisfy a single
request, and the resulting processor efficiency, shown as cycles per instruction (CPI) of both user
and kernel execution.

To motivate the use of exception-less system calls for event-driven applications, we measured
key execution metrics of two popular event-driven servers: memcached and nginx. Table 6.1 shows
the number of instructions executed in user and kernel mode, on average, before changing mode,
for these two servers (Sections 6.3 and 6.4 explain the servers andworkloads in more detail.) These
applications use non-blocking I/O, along with the Linux epoll facility for event notification. De-
spite the fact that the epoll facility is considered the most scalable approach to I/O concurrency
on Linux, management of both I/O requests and events is inherently split between the operating
system kernel and the application. This fundamental property of event notification systems im-
ply that there is a need for continuous communication between the application and the operating
system kernel. In the case of nginx, for example, we observe that communication with the kernel
occurs, on average, every 1470 instructions.

We argue that the high frequency of mode switching in these servers, which is inherent to cur-
rent event-based facilities, is largely responsible for the low efficiency of user and kernel execution,
as quantified by the cycles per instruction (CPI) metric in Table 6.1. In particular, as shown in Sec-
tion 4.2, the frequency of system calls exhibited by both event-driven servers profiled falls within
a range where we observe 20% to 70% performance degradation.

Beyond the potential to improve server performance, we believe exception-less system calls is
an appealing mechanism for event-driven programming, as: (1) it is as simple as asynchronous
I/O to program to (no retry logic is necessary, unlike non-blocking I/O), and (2) more generic
than asynchronous I/O, which mostly supports descriptor based operations and which are only
partially supported on someoperating systemsdue to their implementation complexity (e.g., Linux
does not offer an asynchronous version of the zero-copy sendfile()).

One of the proposals that is closest to achieving the goals of event-driven programming with
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Mechanism Invocation Execution Retry Logic
Synchronous system call exception-based synchronous, blocks on busy resources No
Non-blocking system call exception-based synchronous, but never blocks on busy Yes

(e.g., read() of NONBLOCK fd) resources (returns error is busy)
Asynchronous system call exception-based partially synchronous and partially No
(e.g., LAIO or aio_read()) async. depending on resource availability
Exception-less system call memory write, always asynchronous No

no exception

Table 6.2: Comparison of invocation and execution models of different mechanisms used to com-
municate with the OS kernel.

exception-less system calls is lazy asynchronous I/O (LAIO), proposed by Elmeleegy et al. [69]. How-
ever, in their system, which is built on an implementation of Scheduler Activations [7], system calls
are still issued synchronously, using traditional exception based calls. Furthermore, a completion
notification is also needed whenever an operation blocks, which generates another interruption
in user execution. For comparison, Table 6.2 summarizes the invocation and execution models of
different mechanisms used for communicating with operating system kernels.

6.2 Libflexsc: Asynchronous system call and notification library

To allow event-driven applications to interface with exception-less system calls, we have designed
and implemented a simple asynchronous system call notification library, libflexsc. Libflexsc pro-
vides an event loop for the program, which must register system call requests, along with callback
functions. The main event loop on libflexsc invokes the corresponding program provided callback
when the system call has completed.

The event loop and callback handling in libflexsc was inspired by the libevent asynchronous
event notification library [151]. The main difference between these two libraries is that libevent is
designed to monitor low-level events, such as changes in the availability of input or output, and
operates at the file descriptor level. The application is notified of the availability, but its intended
operation is still not guaranteed to succeed. For example, a socket may contain available data to be
read, but if the application requires more data than is available, it must restate interest in the event
to try again. With libflexsc, on the other hand, events correspond to the completion of a previously
issued exception-less system call. With this model, which is closer to that of asynchronous I/O,
it is less likely that applications need to include cumbersome logic to retry incomplete or failed
operations.

Contrary to common implementations of asynchronous I/O, FlexSC does not provide a signal
or interrupt based completion notification. Completion notification is a mechanism for the kernel
to notify a user thread that a previously issued asynchronous request has completed. It is often
implemented through a signal or other upcall mechanism. The main reason FlexSC does not offer
completion notification is that signals and upcalls entail the same processor performance problems
of system calls: direct and indirect processor pollution due to switching between kernel and user
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1 conn master;
2
3 int main(void)
4 {
5 /* init library and register with kernel */
6 flexsc_init();
7
8 /* not performance critical,
9 do synchronously */

10 master.fd = bind_and_listen(PORT_NUMBER);
11
12 /* prepare accept */
13 master.event->handler = conn_accepted;
14 flexsc_accept(&master.event, master.fd,
15 NULL, 0);
16
17 /* jump to event loop */
18 return flexsc_main_loop();
19 }
20
21 /* Called when accept() returns */
22 void conn_accepted(conn *c)
23 {
24 conn *new_conn = alloc_new_conn();
25
26 /* get the return value of the accept() */
27 new_conn->fd = c->event->ret;
28 new_conn->event->handler = data_read;
29
30 /* issue another accept on the master socket */
31 flexsc_accept(&c->event, c->fd, NULL, 0);
32
33 if (new_conn->fd != -1)
34 flexsc_read(&new_conn->event, new_conn->fd,
35 new_conn->buf, new_conn->size);
36 }

36 void data_read(conn *c)
37 {
38 char *reply_file;
39
40 /* read of 0 means connection closed */
41 if (c->event->ret == 0) {
42 flexsc_close(NULL, c->fd);
43 return;
44 }
45
46 reply_file = parse_request(c->buf, c->event->ret);
47
48 if (reply_file) {
49 c->event->handler = file_opened;
50 flexsc_open(&c->event, c->fd, reply_file,
51 O_RDONLY);
52 }
53 }
54
55 void file_opened(conn *c)
56 {
57 int file_fd;
58
59 file_fd = c->event->ret;
60 c->event->handler = file_sent;
61 /* issue asynchronous sendfile */
62 flexsc_sendfile(&c->event, c->fd, file_fd,
63 NULL, file_len);
64 }
65
66 void file_sent(conn *c)
67 {
68 /* no callback necessary to handle close */
69 flexsc_close(NULL, c->fd);
70 }

Figure 6.1: Example of network server using libflexsc. The expected program flow of this example
is: (1) main, (2) conn_accepted, (3) data_read, (4) file_opened, and (5) file_sent. Libflexsc is
used to issue system calls asynchronously, andwhen the system calls are completed, the registered
callback is triggered, allowing the execution of the corresponding request to progress into its next
stage.

execution.

To overcome the lack of completion notifications, the libflexsc event main loop must poll the
syscall pages currently in use for completion of system calls. To minimize overhead, the polling
for system call completion is performed only when all currently pending callback handlers have
completed. Given enough work (e.g., handling many connections concurrently), polling should
happen infrequently. In the case that all callback handlers have executed, and no new system call
has completed, libflexsc falls back on calling flexsc_wait() (described in Section 4.4).

6.2.1 Example server

A simplified implementation of a network server using libflexsc is shown in Figure 6.1. The
program logic is divided into states which are driven by the completion of a previously issued
system call. The system calls used in this example that are prefixedwith “flexsc_” are issuedusing
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the exception-less interface (accept, read, open, sendfile, close). When the library detects the
completion of a system call, its corresponding callback handler is invoked, effectively driving the
next stage of the statemachine. During normal operation, the execution flowof this examplewould
progress in the following order: (1) main, (2) conn_accepted, (3) data_read, (4) file_opened, and
(5) file_sent. As mentioned, file and network descriptors do not need to be marked as non-
blocking.

It is worth noting that stages may generate several system call requests. For example, the
conn_accepted() function not only issues a read on the newly accepted connection, it also issues
another accept system call on the master listening socket in order to pipeline further incoming
requests. In addition, for improved efficiency, the server may choose to issue multiple accepts con-
currently (not shown in this example). This would allow the operating system to accept multiple
connections without having to first execute user code, as is the case with traditional event-based
systems, thus reducing the number of mode switches for each new connection.

Finally, not all system calls must provide a callback, as a notification may not be of interest to
the programmer. For example, in the file_sent function listed in the simplified server code, the
request to close the file does not provide a callback handler. This may be useful if the completion
of a system call does not drive an additional state in the program and the return code of the system
call is not of interest.

6.2.2 Cancellation support

A new feature we had to add to FlexSC in order to support event-based applications is the ability
to cancel submitted system calls. Cancellation of in-progress system calls may be necessary in
certain cases. For example, servers typically implement a timeout feature for reading requests on
connections. With non-blocking system calls, reads are implemented by waiting for a notification
that the socket has become readable. If the event does not occur within the timeout grace period,
the connection is closed. With exception-less system calls, the read request is issued before the
server knows if or when new data will arrive (e.g., the conn_accepted function in Figure 6.1). To
properly implement a timeout, the application must cancel pending reads if the grace period has
passed.

To implement cancellation in FlexSC, we introduced a new cancel status value to be used in the
status field of the syscall entry (Figure 4.6). When syscall threads in the kernel check for new sub-
mitted work, they now also check for entries in cancel state. To cancel the in-progress operation,
we first identify the syscall thread that is executing the request that corresponds to the canceled
entry. This is easily accomplished since each core has a map of syscall entries to syscall threads for
all in-progress system calls. Once identified, a signal is sent to the appropriate syscall thread to in-
terrupt its execution. In the Linux kernel, signal delivery that occurs during system call execution
interrupts the system call even if the execution context is asleep (e.g., waiting for I/O). When the
syscall thread wakes up, it sets the return value to EINTR and marks the entry as done in the cor-
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Server Total lines Lines of code Files
of code modifiied modified

memcached 8356 293 3
nginx 82819 255 16

Table 6.3: Statistics regarding the code size and modifications needed to port applications to
libflexsc, measured in lines of code and number of files.

responding syscall entry, after which the user-mode process knows that the system call has been
canceled and the syscall entry can be reused.

Due to its asynchronous implementation, cancellation requests are not guaranteed to succeed.
The window of time between when the application modifies the status field and when the syscall
thread is notified of cancellation may be sufficiently long for the system call to complete (success-
fully). The application must check the system call return code to disambiguate between success-
fully completed calls and canceled ones. This behavior is analogous to cancellation support of
asynchronous I/O implemented by several UNIX systems (e.g., aio_cancel).

6.3 Exception-Less Memcached and nginx

This section describes the process of porting two popular event-based servers to use exception-less
system calls. In both cases, the applications were modified to conform to the libflexsc interface.
However, we strived to maintain the structure of code as similar to the original as possible, to
make performance comparisons meaningful.

To reduce the complexity of porting these applications to exception-less system calls, we ex-
ploited the fact that FlexSC allows exception-less system calls to co-exist with synchronous ones
in the same process. Consequently, we have not modified all system calls to use exception-less
versions. We focused on the system calls that were issued in the code paths that are involved in
handling requests (which correspond to the hot paths during normal operation).

6.3.1 Memcached - Memory Object Cache

Memcached is a distributedmemory object caching system, built as an in-memory key-value store [75].
It is typically used to cache results from slower services such as databases and web servers. It is
currently used by several popular web sites as a way to improve the performance and scalability
of their web services. We used version 1.4.5 as a basis for our port.

To achieve good I/O performance, memcached was built as an event-based server. It uses
libevent to make use of non-blocking execution available on modern operating system kernels. For
this reason, portingmemcached to use exception-less system calls through libflexscwas the simpler
of the two ports. Table 6.3 lists the number of lines of code and the number of files that were
modified. For memcached, the majority of the changes were done in a single file (memcached.c),
and the changes were mostly centered around modifying system calls, as well as calls to libevent.
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The developers of memcached introduced support for multiple processors to memcached, de-
spite most of the native code assuming single-threaded execution. To support multiple processors,
memcached spawns worker threads which communicate via a pipe to a master thread. The master
thread is responsible for accepting incoming connections and handing them to the worker threads.

6.3.2 nginx Web Server

Nginx is an open-source HTTP web server considered to be light-weight and high-performant; it
is currently one of the most widely deployed open-source web servers [161]. Nginx implements
I/O concurrency by natively using non-blocking and asynchronous operations available in the
operating system kernel. On Linux, nginx uses the epoll notification system. We based our port
on the 0.9.2 development version of nginx.

Despite having had to change a similar number of lines as with memcached, the port to nginx
was more involved, evidenced by the number of files changed (Table 6.3). This was mainly due to
the fact that nginx’s core code is significantly larger than that of memcached’s (about 10x), and its
state machine logic is more complex.

We substituted all system calls that could potentially be invoked while handling client requests
to use the corresponding version in libflexsc. The system calls that were associated with a file de-
scriptor based event handler (such as accept, read and write) were straightforward to implement,
as these were already programmed as separate stages in the code. However, the system calls that
were previously invoked synchronously (e.g., open, fstat, and getdents) needed more work. In
most cases, we needed to split a single stage of the state machine into two or more stages to allow
asynchronous execution of these system calls. In a few cases, such as setsockopt and close, we
executed the calls asynchronously, without a callback notification, which did not required a new
stage in the flow of the program.

Finally, for system calls that not only return a status value, but also fill in a user supplied mem-
ory pointer with a data structure, we had to ensure that this memory was correctly managed and
passed to the newly created event handler. This requirement prevented the use of stack allocated
data structures for exception-less system calls (e.g., programs typically use stack allocated “struct
stat” data structure to pass to the fstat system call).

6.4 Experimental Evaluation

In this section, we evaluate the performance of exception-less system call support for event-driven
servers. We present experimental results of the two previously discussed event-driven servers:
memcached and nginx.

For the results in this chapter, we used Linux kernel version 2.6.33 with our exception-less
system call extension (FlexSC). The baselinemeasurementswere collected using unmodified Linux
(same version), with the servers configured to use the epoll interface. In the graphs shown, we
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identify the baseline configuration as “epoll”, and the system with exception-less system calls as
“flexsc”.

Similar to the experiments in the previous chapter, the experiments presented in this section
were run on an Intel Nehalem (Core i7) processor with the characteristics shown in Table 5.1. The
processor has 4 cores, each with 2 hyper-threads. We disabled the hyper-threads, as well as the
“TurboBoost” feature, for all our experiments to more easily analyze the measurements obtained.

For the experiments involving both servers, requests were generated by a remote client con-
nected to our test machine through a 1 Gbps network, using a dedicated router. The client machine
contained a dual core Core2 processor, running the same Linux installation as the test machine.

All values reported in our evaluation represent the average of 5 separate runs.

6.4.1 Memcached

The workload we used to drive memcached is the memslap benchmark that is distributed with
the libmemcached client library. The benchmark performs a sequence of memcache get and set

operations, using randomly generated keys and data. We configured memslap to issue 10% of set
requests and 90% of get requests.

For the baseline experiments (Linux epoll), we configured memcached to run with the same
number of threads as processor cores, as we experimentally observed this yielded the best baseline
performance. For our exception-less version, a single memcached thread was enough to generate
enough kernel work to keep all cores busy.

Figure 6.2 shows the throughput obtained from executing the baseline and exception-lessmem-
cached on 1, 2 and 4 cores. We varied the number of concurrent connections generating requests
from 1 to 1024. For the single core experiments, FlexSC employs system call batching, and for
the multicore experiments it additionally dynamically distributed system calls to other cores to
maximize core locality.

The results show thatwith 64 ormore concurrent requests, memcachedprogrammed to libflexsc
outperforms the version using Linux epoll. Throughput is improved by as much as 25 to 35%, de-
pending on the number of cores used.

To better understand the source of performance improvement, we collected several perfor-
mancemetrics of the processor using hardware performance counters. Figure 6.3 shows the effects
of executingwith FlexSC, while servicing 768 concurrent memslap connections (the rawMPKI and
CPI values are listed in Table 6.4). The most important metric listed is the cycles per instruction
(CPI) of the user and kernel mode for the different setups, as it summarizes the efficiency of exe-
cution (the lower the CPI, the more efficient the execution). The other values listed are normalized
values of misses on the listed structure (the lower the misses, the more efficient the execution).

The CPI of both kernel and user execution, on 1 and 4 cores, is improved with FlexSC. On a
single core, user-mode CPI decreases by as much as 22%, and on the 4 cores, we observe a 52% de-
crease in user-mode CPI. The data shows that for memcached the improved execution comes from
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Figure 6.2: Comparison of Memcached throughput of Linux epoll and FlexSC executing on 1, 2
and 4 cores.
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Figure 6.3: Comparison of processor performance metrics of Memcached execution using Linux
epoll and FlexSC on 1 and 4 cores, while servicing 768 concurrent memslap connections. All
values are normalized to baseline execution (epoll). The CPI columns show the normalized cycles
per instruction, while the other columns depict the normalized misses of each processor structure
(lower is better in all cases).

Memcached User Kernel
Setup CPI L3 L2 L1 d$ L1 i$ TLB Branch CPI L3 L2 L1 d$ L1 i$ TLB Branch
epoll (1 core) 1.30 2.2 8.7 79.3 82.4 9.4 30.8 1.79 2.2 21.8 142.3 177.9 5.5 11.7
flexsc (1 core) 1.02 2.1 9.4 37.9 37.5 10.1 29.9 1.49 2.0 20.7 92.0 106.1 6.7 12.2
epoll (4 cores) 1.85 3.9 15.9 77.5 85.9 12.2 31.4 2.13 6.1 22.7 105.1 131.1 5.5 11.4
flexsc (4 cores) 1.10 2.6 11.3 61.2 11.3 13.0 20.1 1.92 6.6 22.4 58.4 53.7 4.6 16.8

Table 6.4: Micro-architectural breakdown of Memcached execution on uni- and quad-core setups.
All values shown, except for CPI, are normalized using misses per kilo-instruction (MPKI): there-
fore, lower values yield more efficient execution and lower CPI.
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significant reduction in misses in the performance sensitive L1, both in the data and instruction
part (labeled as d-cache and i-cache).

The main reason for this drastic increase of user CPI on 4 cores is that with traditional system
calls, a user-mode threadmust occupy each core tomake use of it. With FlexSC, however, if a single
user-mode thread generates many system requests, they can be distributed and serviced to remote
cores. In this experiment, a single memcached thread was able to generate enough requests to oc-
cupy the remaining 3 cores. This way, the core executing the memcached core was predominantly
filled with state from the memcached process.

6.4.2 nginx

To evaluate the effect of exception-less execution of the nginx web server, we used two workloads:
ApacheBench and amodified version of httperf. For bothworkloads, we present results with nginx
execution on 1 and 2 cores. The results obtained with 4 cores were not meaningful as the client
machine could not keep up with the server, making the client the bottleneck. For the baseline
experiments (Linux epoll), we configured nginx to spawn one worker process per core, which
nginx automatically assigns and pins to separate cores. With FlexSC, a single nginx worker thread
was sufficient to keep all cores busy.

ApacheBench

ApacheBench is a HTTP workload generator that is distributed with Apache. It is designed to
stress-test the Web server determining the number of requests per second that can be serviced,
with varying number of concurrent requests.

Figure 6.4 shows the throughput numbers obtained on 1 and 2 cores when varying the number
of concurrent ApacheBench client connections issuing requests to the nginx server. For this work-
load, system call batching on one core provides significant performance improvements: up to 70%
with 256 concurrent requests. In the 2 core execution, we see that FlexSC provides a consistent im-
provement with 16 or more concurrent clients, achieving up to 120% higher throughput, showing
the added benefit of dynamic core specialization.

Besides aggregate throughput, latency of individual requests is an importantmetric when eval-
uating performance of web servers. Figure 6.5 reports the mean latency, as reported by the client,
with 256 concurrent connections. FlexSC reduces latency by 42% in single core execution, and
58% in 2 core execution. It is also interesting to note that adding a second core helps to reduce
the average latency of servicing requests with FlexSC, which is not the case when using the epoll
facility.
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Figure 6.4: Comparison of nginx performance with the ApacheBench when executing with Linux
epoll and FlexSC on 1 and 2 cores.
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Figure 6.5: Comparison of nginx latency replying to 256 concurrent ApacheBench requests when
executing with Linux epoll and FlexSC on 1 and 2 cores.
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Figure 6.6: Comparison of nginx performance with the httperf when executing with Linux epoll
and FlexSC on 1 and 2 cores.
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httperf

The httperf HTTPworkload generatorwas built as amore realisticmeasurement tool forweb server
performance [135]. In particular, it supports session log files, andmodels a partially open system (in
contrast to ApacheBench, which models a closed system) [170]. For this reason, we do not control
the number of concurrent connections to the server, but instead the request arrival rate. The num-
ber of concurrent connections is determined by how fast the server can satisfy incoming requests.

We modified httperf (we used the latest version, 0.9.0) in order for it to properly handle large
number of concurrent connections. In its original version, httperf uses the select system call to
manage multiple connections. On Linux, this restricts the number of connections to 1024, which
we found insufficient to fully stress the server. We modified httperf to use the epoll interface,
allowing it to handle several thousand concurrent connections. We verified that the results of
our modified httperf were statistically similar to the original httperf, when using less than 1024
concurrent connections.

We configuredhttperf to connect usingHTTP 1.1 protocol, and issue 20 requests per connection.
The session log contained requests to files ranging from 64 bytes to 8 kilobytes. We did not add
larger files to the session as our network infrastructure is modest, at 1Gpbs, and we did not want
the network to become a source of bottleneck.

Figure 6.6 shows the throughput of nginx executing on 1 and 2 cores, measured inmegabits per
second, obtained when varying the request rate of httperf. Both graphs show that the throughput
of the server can satisfy the request rate up to a certain value. After that the throughput is relatively
stable and constant. For the single core case, the throughput of Linux epoll stabilizes after 20,000
requests per second, while with FlexSC, throughput increases up to 40,000 requests. Furthermore,
FlexSC outperforms Linux epoll by as much as 120% when httperf issues 50,000 requests per sec-
ond.

In the case of 2 core execution, nginx with Linux epoll reaches peak throughput at 35,000
requests per second, while FlexSC sustains improvements with up to 60,000 requests per second.
In this case, the difference in throughput, in megabits per second, is as much as 77%.

Similarly to the analysis of memcached, we collected processor performance metrics using
hardware performance counters to analyze the execution of nginx with httperf. Figure 6.7 shows
several metrics, normalized to the baseline (Linux epoll) execution (the collected MPKI and CPI
values are explicitly listed in Table 6.5). The results show that the efficiency of user-mode execution
doubles, in the single core case, and improves by 83% on 2 cores. Kernel-mode execution improves
efficiency by 25% and 21%, respectively. For nginx, not only are the L1 instruction and data caches
better utilized (we observe less than half of the miss ratio in these structures), but the private L2
cache also observes miss rate reduction of less than half of the baseline.

Although we observe increase of some metrics, such as the TLB and kernel-mode L3 misses,
the absolute values are small enough that it does not affect performance significantly, as listed in
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Figure 6.7: Comparison of processor performance metrics of nginx execution using epoll and
FlexSC on 1 and 2 cores, while servicing 40,000 and 60,000 req/s, respectively. Values are normal-
ized to baseline execution (epoll). The CPI columns show the normalized cycles per instruction,
while the other columns depict the normalized misses of each processor structure (lower is better
in all cases).

nginx User Kernel
Setup CPI L3 L2 L1 d$ L1 i$ TLB Branch CPI L3 L2 L1 d$ L1 i$ TLB Branch
epoll (1 core) 2.04 0.0 64.0 105.5 176.6 7.1 25.3 1.88 0.5 47.2 101.1 156.6 4.3 12.7
flexsc (1 core) 1.02 0.0 17.3 48.8 60.0 8.8 15.5 1.49 0.9 23.3 81.0 105.8 5.8 11.9
epoll (2 cores) 1.92 0.0 50.3 107.2 168.9 3.7 24.3 1.92 3.1 35.0 90.6 138.4 4.8 12.4
flexsc (2 cores) 1.05 0.0 21.7 57.0 54.4 8.1 14.7 1.58 3.7 23.6 75.2 83.4 4.8 16.2

Table 6.5: Micro-architectural breakdown of nginx execution on uni- and duo-core setups. All
values shown, except for CPI, are normalized using misses per kilo-instruction (MPKI): therefore,
lower values yield more efficient execution and lower CPI.
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Table 6.5. For example, the increase in 80% of kernel-mode L3misses in the 1 core case corresponds
to the misses per kilo instructions increasing from 0.5 to 0.9 (that is, for about every 2,000 instruc-
tions, an extra L3 miss is observed). Similarly, the 73% increase in misses of the user-mode TLB in
the 2 core execution corresponds to only 4 extra TLB misses for every 1,000 instructions.

6.5 Discussion: Scaling the Number of Concurrent System Calls

One concern not addressed in this work is that of efficiently handling applications that require a
large number of concurrent outstanding system calls. Specifically, there are two issues that can
hamper scaling with the number of calls: (1) the exception-less system call interface, and (2) the
requirement of one syscall thread per outstanding system call. We briefly discuss mechanisms to
overcome or alleviate these issues.

The exception-less system call interface, primarily composed of syscall entries, requires user and
kernel code to perform linear scans of the entries to search for status updates. If the rate of entry
modifications does not grow in the same proportion as the total number of entries, the overhead
of scanning, normalized per modification, will increase. A concrete example of this is a server
servicing a large number of slow or dormant clients, resulting in a large number of connections
that are infrequently updated. In this case, requiring linear scans on syscall pages is inefficient.

Instead of using syscall pages, the exception-less system call interface could be modified to
implement two shared message queues: an incoming queue, with system calls requests made by
the application, and an outgoing queue, composed of system call requests serviced by the kernel. A
queue based interface would potentially complicate user-kernel communication, but would avoid
the overheads of linear scans across outstanding requests.

Another scalability factor to consider is the requirement of maintaining a syscall thread per
outstanding system call. Despite the modest memory footprint of kernel threads and low over-
head of switching threads that share address spaces, these costs may become non-negligible with
hundreds of thousands or millions of outstanding system calls.

To avoid these costs, applications may still utilize the epoll facility, but through the exception-
less interface. This solution, however, would only work for resources that are supported by epoll.
A more comprehensive solution would be to restructure the Linux kernel to support completely
non-blocking kernel code paths. Instead of relying on the ability to block the current context of
execution, the kernel could enqueue requests for contended resources, while providing a mech-
anism to continue the execution of enqueued requests when resources become available. With a
non-blocking kernel structure, a single syscall thread would be sufficient to service any number of
syscall requests.

One last option tomitigate both the interface and threading issues that does not involve changes
to FlexSC is to require user-space to throttle the number of outstanding system calls. In our imple-
mentation, throttling can be enforced within the libflexsc library by allocating a fixed number of
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syscall pages, and delaying new system calls whenever all entries are busy. The main drawback of
this solution is that, in certain cases, extra care would be necessary to avoid a standstill situation
(lack of forward progress).

6.6 Summary

Event-driven architectures continue to be a popular design option for implementing high-performance
and scalable server applications. In this chapter, we proposed the use of exception-less system calls
as the principal operating system primitive for efficiently supporting I/O concurrency and event-
driven execution. We described several advantages of exception-less system calls over traditional
support for I/O concurrency and event notification facilities, including: (1) any system call can
be invoked asynchronously, even system calls that are not file descriptor-based, (2) support in the
operating system kernel is non-intrusive as code changes are not required to each system call,
(3) processor efficiency is high since mode switches are mostly avoided when issuing or executing
asynchronous operations, and (4) enabling multicore execution for event-driven programs is eas-
ier, given that a single user-mode execution context can generate a sufficient number of requests to
keep multiple processors/cores busy with kernel execution.

We described the design and implementation of libflexsc, an asynchronous system call and no-
tification library that makes use of our Linux exception-less system call implementation, called
FlexSC. We show how libflexsc can be used to support current event-driven servers by porting two
popular server applications to the exception-less execution model: memcached and nginx.

The experimental evaluation of libflexsc demonstrates that the proposed exception-less exe-
cution model can significantly improve the performance and efficiency of event-driven servers.
Specifically, we observed that exception-less execution increases the throughput of memcached by
up to 35%, and that of nginx by up to 120%. We show that the improvements, in both cases, are
derived from more efficient execution through improved use of processor resources.



Chapter 7

Concluding Remarks

Computing has changed our society dramatically over the last 50 years and is positioned to play
a central role in many future human endeavors. The evolution in both the performance of com-
puters and the capacity to manipulate large amounts of data has been key to the drastic increase
in the applicability of computers to scientific research, industrial automation, information dissem-
ination, communication and many other activities. It is our belief that the continued investment
in improving the performance, accessibility, and cost of computers will likely yield benefits to our
society and economy.

Since the birth of computing, and the subsequent widespread adoption of computers, perfor-
mance has improved at staggering rates through hardware upgrades alone. Due to engineering
and physical limits, this trend changed abruptly circa 2005. We can no longer expect doubling of
single-threaded application performance from one generation of hardware to the next. Thermal-
power issues have influenced processor manufacturers to instead focus on providing an increasing
number of cores. Another aspect of modern computers that highly influences their performance
is the memory performance gap. The memory performance gap, rooted in the speed differences
between processors and large off-chip memory devices (e.g., DRAM), has been widening quickly
since the 1980s. As a result, increases in the on-chip cache capacity has been an on-going trend for
the past three decades. For these reasons, we believe that parallelism and communication, whether
explicitly through synchronization primitives or implicitly through the cache and memory hierar-
chy, will continue to play a central role in computer performance.

In this dissertation, we focused on improvingperformance by reducing implicit communication
due the pollution of processor structures. Pollution occurs in processor structures when content
that will be reused (accessed in the near future) is replaced in favor of content that will not be
reused. In particular, we argue that the run-time and operating system should play a role in helping
reduce processor state pollution. In addition, we believe that the run-time and operating system
layer is themost natural layer of the computer stack to incorporate certain optimizations, including
the ones introduced in this dissertation.

To support our main thesis, we developed two novel operating system mechanisms, demon-
126
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strating how these mechanisms can be used by run-time libraries or directly by applications to
reduce pollution in key processor structures. The key contributions of this work are:

• We developed an operating system cache filtering service, that is applied at run-time and
improves the effectiveness of secondary processor caches. We identified intra-application in-
terference as an important source of pollution in secondary on-chip caches. Leveraging com-
modity hardware performance units, we demonstrated how to generate application address
space cache profiles at run-time with low overhead. The online profile is used to identify
regions of memory or individual pages that cause pollution and do not benefit from caching.
Finally, we showed how page-coloring can be used to create a software pollute buffer in sec-
ondary caches to restrict the interference caused by the polluting regions of memory.

• We developed a novel mechanism, called exception-less system call, that allows applications
to request operating system services with low overhead and asynchronously schedule oper-
ating systemwork onmultiple cores. We quantified the impact of traditional exception-based
system calls on the performance of system intensive workloads, showing that there are di-
rect and indirect components to the overhead. We proposed a new system call mechanism,
exception-less system calls, that uses asynchronous communication through the memory hi-
erarchy. An implementation of exception-less system calls, called FlexSC, is describedwithin
a commodity monolithic kernel (Linux), demonstrating the applicability of the mechanism
to legacy kernel architectures.

• We developed a new hybrid threading package, FlexSC-Threads, specifically tailored for use
with exception-less system calls. The goal of the presented threading package is to translate
legacy system calls to exception-less ones transparently to the application. We experimentally
evaluated the performance advantages of exception-less execution on popular server appli-
cations, showing improved utilization of several processor components. In particular, our
system improves performance of Apache by up to 116%, MySQL by up to 40%, and BIND by
up to 79% while requiring no modifications to the applications.

• We explored exposing exception-less system calls directly to applications. To this end, we
developed a library that supports the construction of event-driven applications that are tai-
lored to request operating system services asynchronously. We showed how to port existing
event-driven applications to use our new mechanism. Finally, we identified various bene-
fits of exception-less system calls over existing operating system support for event-driven
programs. We showed how the use of direct use of exception-less system calls can signifi-
cantly improve the performance of two Internet servers, memcached and nginx. Our exper-
iments demonstrate throughput improvements in memcached of up to 35% and nginx of up
to 120%. As anticipated, experimental analysis shows that the performance improvements
largely stem from increased efficiency in the use of the underlying processor when pollution
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is reduced.

In the remainder of this chapter, we describe some of the lessons learned while pursuing the
research described in this dissertation. Next, we conclude the dissertation by outlining a few re-
search avenues that either extend or are influenced by the concepts presented in earlier chapters.

7.1 Lessons Learned

Research in software systems is an inherently empirical endeavor. As a consequence, throughout
the development of the research presented in this dissertation we iterated through several unsuc-
cessful designs and implementations of our prototypes. This dissertation contains the description
of themostmature stage of ourwork, since it summarizes the elements and lessons of ourmost suc-
cessful work and demonstrates the greatest potential to advancing the performance of computer
systems. Nonetheless, there are a few lessons that we learned while conducting our research.

7.1.1 Difficulty of assessing and predicting performance

One issue that repeatedly challenged the development of our work was that of assessing and pre-
dicting performance. Our understanding of the sources of performance inefficiencies or anomalies
was achieved through trial and error. Furthermore, once understood, predicting the outcome of
changes to the system proved to be difficult with often unexpected results.

Nonetheless, we have found that detailed characterization and analysis of the different inter-
acting components that influence the performance of a workload to be helpful. In particular, hard-
ware performance counters have allowed us to obtain feedback from the hardware and better un-
derstand the predominant symptoms of inefficiencies. Despite the potentially detailed feedback
available through hardware performance counters, mapping this information to higher level con-
cepts such as program code or interference between processes, is still a manual and error-prone
task. Most existing tools for code profiling using hardware performance counters are simple, leav-
ing the user to interpret the results.

As a concrete example, initial versions of our FlexSC system exhibited poor performance and
significant overhead with respect to baseline Linux execution. Profiling execution did show var-
ious potential sources of overhead, but not a single major source of inefficiency. Through an it-
erative process of optimizing our implementation over several weeks, the performance improved
significantly. Yet the performance improvement obtained through each iteration of the process was
difficult to determine ahead of time. Addressing the sources of overhead that were highest ranked
in the performance counter profile proved to yield modest performance improvements. However,
midway through the process of optimization we observed increasing performance improvements.

Only in hindsight were we were able to identify how multiple sources of overhead influenced
performance. It was often the case that only upon resolving the last source of measurable overhead



Chapter 7. Concluding Remarks 129

did we observe the benefits of removing the previous sources of overhead. In general, we found
it difficult to predict ahead of time how each individual change would impact the performance of
the system as a whole. For this reason, we believe that performance profiling methodologies and
tools need to advance in order to provide insightful and accurate information to developers. We
provide some suggestions in Section 7.2.6.

7.1.2 Run-time use of hardware performance counters

Hardware performance counters were originally introduced as a mechanism for computer archi-
tects to aid in post-silicon validation (i.e., to debug and verify processor behavior after fabrication).
Soon after, it was found that using these counters were also useful for performance profiling. With
feedback from the hardware, application programmers and compilers could target sources of in-
efficiency more accurately. In our work, we have advocated for the use of hardware feedback at
run-time. We believe that this type of feedback has potential for many other optimizations within
the context of just-in-time compilers, run-time and operating systems.

Unfortunately, current implementations of hardware performance counters are not targeted for
run-time use. Issueswe have encounteredwhen using hardware performance counters at run-time
include: high overhead of accessing and reprogramming them, few physical registers which pre-
vents concurrent counting of several hardware events, inability to addmore complex logic than just
counting simple events, and lack of precision when correlating events with addresses (instruction
or data).

To make the most out of the current performance monitoring units (PMUs), we have adopted
two strategies that have made PMUs amenable to run-time use. First, we have found that most of
the tools available for accessing the PMU impose high overheads, and yet at the same time allow
for only limited flexibility in programming the PMU. Part of the reason for this is the focus on
supporting performance profiling done through multiple runs and using offline processing and
analysis. As a result, we have found that constructing our own module, included in the operat-
ing system kernel, has helped to overcome the shortcomings of existing tools. Building our own
module has allowed significant lower overheads since processor interrupts, which is how the PMU
typically notifies software of programmed events, can be efficiently handled within the operating
system kernel. In addition, customizing PMU behavior (e.g., multiplexing the physical registers,
processing results from counters, keeping a log of addresses or events, etc.), can be done more effi-
ciently and easily in a custom made kernel module. In our work, we benefited from and extended
infrastructure initially developed by Azimi et al., who identified performance advantages of an
in-kernel PMU module for multiplexing of events [13].

The second strategy we have used to make current hardware performance counters amenable
to run-time is relying on statistical methods. We advocate the use of techniques that can infer
characteristics from sampled data points and work well with imprecise and/or noisy information.
There are two main advantages in relying on statistical methods that can extract information from
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sampled data points: lower overhead and ability to cope with imprecise information. Given the
current high overhead of collecting samples at high frequency (e.g., on every memory instruction),
statistical based techniques can trade-off precision for lower overhead by reducing the frequency of
data collection. In addition, we have observed in practice that inherent design issues of hardware
performance counters impact the precision of data samples. As a consequence, it is important to
be able to cope with data that is occasionally imprecise.

An example of this type of technique is the statistical multiplexing of performance counters de-
veloped by Azimi et al. [13]. It allows developers to overcome the limited the number of physical
registers available in PMUs by fine-grainmultiplexing of logic counters onto the physical counters.
They use a simple interpolation function to infer themissing values, and experimentally verify that
the interpolated values are statistically close to the real values.

The ROCS system described in Chapter 3 also uses sampling in two ways. First, to build page-
level cache profiles, as described in Section 3.3.1, only a small proportion of cache accesses are
monitored and sufficient to create a useful profile. Second, continuously profiling for the entire
duration of the application would introduce prohibitively high overhead. Therefore we built a
cache profile per phase of the application by monitoring a short slice of execution. This method
provided sufficient accuracy to classify the pollution behavior of pages throughout each phase of
the application.

7.1.3 Interference of prefetching on caching

While performing experimental work related to Chapter 3, we were surprised to observe the influ-
ence that prefetching can have on the caching behavior of data items. As a concrete example, we
observed a region ofmemory that, with prefetching disabled, exhibited an LRU friendly access pat-
tern. Consequently, we assumed that the region of memory should be given space in secondary
caches to allow for data reuse. However, our experiments when run with prefetching enabled
showed that the cache worked best when that region of memory was placed in the pollute buffer
(i.e., was given a small portion of the cache). The reason for this unexpected result was that the
region of memory was not only accessed in an LRU friendly way, but also in a way that allowed
for the prefetcher to be highly effective. Given the effectiveness of prefetching, it turned out that
placing the data in the cache was not reducing the number of misses to that region of memory.
Instead this region of memory wasted space in the cache, and subsequently harmed application
performance.

Another example of prefetching interference is documented in Section 3.3.3 and visible in Fig-
ure 3.9. In the figure, we see that some of the memory regions exhibit similar cache behavior with
and without prefetching (virtual pages 0 to 20,000), and some memory regions observe significant
changes to both the number of accesses in L2, as well as their miss rates (virtual pages greater than
20,000).

This interference may be easy to understand in hindsight, however, we found there are few
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caching studies in the literature that account for this interference. In particular, several studies
were presented recently aiming to improve the performance of last-level caches, yet these studies
do not consider the impact of prefetching [44, 95, 154, 155]. Current trends such as increasing
sizes of secondary caches, more aggressive prefetchers, as well as caches that are shared between
multiple cores on a chip, will likely exacerbate the interference between caching and prefetching.

Since all mainstream processors include data prefetchers (sometimes, multiple prefetchers are
included), we advise against studying cachingwithout considering the impact of prefetching. Such
studies may yield insights that are difficult to transfer to real and upcoming systems.

7.1.4 Cost of synchronization

The difficulties of constructing scalable software systems have been extensively explored in both
academia and industry (refer to Section 2.2.2 for more information). In particular, the Tornado op-
erating system, whichwas developed in themid 1990s, was among the first to show the importance
of locality and independent execution to scalability of operating systems [83]. Despite these past
lessons, we feel it is worth reiterating the importance of locality and independence of execution to
the performance of parallel software.

During the development of both our FlexSC and FlexSC-Threads prototypes — specifically
when tuning the performance for multiple processors —we observed high overheads due to com-
munication between cores and synchronization. In fact, even modest amounts of synchronization
observably deteriorated performance. Part of the reason relates to the implementation of current
atomic primitives in the processors we explored (Intel x86-64 and PowerPC 64). We have observed
that introducing one or two atomic operations is sufficient to impact performance even when ac-
cesses are uncontended. With the promise of increases in the number of cores per chip, the cost of
atomic operations is unlikely to decrease in the future, particularly considering that mainstream
multicore designs apply memory coherence to all cores.

The communication and synchronization costs have motivated the heavy use of per core data
structures, run queues and syscall pages in FlexSC andFlexSC-Threads, as described in Sections 4.4.4
and 5.2. The per core design of data structures along with per core threads mirrors some of the
design principles behind Tornado. With per core structures, the use of atomic operations is mini-
mized to specific situations that require coordinationwithmultiple cores. In addition, data is more
likely to be placed effectively in the cache hierarchy since we expect reduced number of coherence
invalidations and reduced number of redundant copies in multiple caches.

7.2 Future Work

In this section we outline a few avenues of research that extend or are closely related to the work
presented in this dissertation.
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7.2.1 Hardware Introspection through advanced hardware performance counters

In Chapter 3, we presented an operating system technique that dynamically categorized the pol-
lution behavior of application pages. To do so, we relied on information provided by hardware
performance counters. Using alternative approaches such as dynamic binary instrumentation or
emulated execution would have been impractical due to unacceptably high overheads. We be-
lieve that the ability for hardware to introspectively provide information about execution and its
effect on different hardware components can open opportunities to understand and adapt to per-
formance issues at run-time.

Unfortunately, current support for hardware introspection, which is mainly centered around
hardware performance counters, debug registers and a couple of bits in the page-table, is lacking
in several aspects. Shortcomings of existing hardware introspection include high overhead, lack of
flexibility, inability to precisely monitor certain events (e.g., multiple concurrent memory instruc-
tions in the pipeline), lack of documentation and lack of standardization amongmultiple processor
versions or families.

Addressing these shortcomings is largely a responsibility of the processor industry. Nonethe-
less, advancing potential software uses of hardware introspection should provide incentives for
mainstream adoption. We provide a list of features that we believe have several potential uses, and
are sufficiently general purpose that they should be considered for mainstream adoption:

• Memory tracing and profiling. A common use of hardware performance counters, such as
that in Chapter 3, is to generate traces of memory accesses. In our case, we were interested
in a sample of accesses to secondary cache levels of the memory hierarchy. However, other
researchers have used memory tracing to support various other run-time techniques such
as to just-in-time generate software prefetches [2], determine thread affinity [187], attribute
cache misses to dynamically allocated data structures [147], track page-level access informa-
tion to improveOSmemorymanagement [12], and generatemiss rate curves for shared cache
management [188].

Unfortunately, implementing software that can efficiently and correctly generate memory
traces using hardware performance counters is difficult and time consuming. Overcoming
the high overheads associated with frequently accessing the performance counters along
with the inability to easily filter unwanted events requires carefully constructed software
and customized techniques.

• Interrupt-less profiling by spilling performance data to memory. One solution to the high
overhead of collecting memory traces (mentioned above), is to allow samples to be collected
without interrupting execution. Instead of requiring registers to be read at interrupt time,
information could be buffered inmemory and read periodically. This strategy can drastically
reduce the overhead of data collection due to frequentmode switches and interrupt handling.
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To the best of our knowledge, only the Intel Precise-Event Based Sampling (PEBS) infrastruc-
ture allied with the use of the Debug Store Area provides such a mechanism [90]. Unfortu-
nately, the state saved by the Intel mechanism cannot be configured and a total of 176 bytes,
which includes all the architectural registers, is saved per sample. Consequently, the over-
head of generating samples and subsequently processing the logged information is much
higher than necessary.

• Programmable logic. One way that could reduce the overhead of using hardware perfor-
mance counters is to introduce programmable behavior to count and report hardware events.
In the examples above that use memory tracing, one programmable behavior could be filter-
ing unwanted events and/or saving only a subset of context information (e.g., the virtual
memory address, but not the register information).

Another programmable behavior would be to switch between the set of interested events
automatically. For example, to monitor inter-core communication during critical sections of
programs, the PMU could be configured to monitor a locked instruction or the instruction
pointer corresponding to a lock function, and automatically switch to counting inter-core
cache line communication. With current PMUs, this is not possible, and counting both events
concurrently does not allow us to infer the desired information.

• Standardization. Hardware performance counters are, in their current form, intrinsically
tied to the processor architecture and micro-architecture. So far, processor manufacturers
that have included hardware performance counters have done so with custom designed in-
terfaces, and custom lists of events that can be monitored. In fact, sometimes multiple revi-
sions of the same family of processors will implement hardware performance counters with
incompatible interfaces. This incompatibility, and the lack of a promise to maintain specific
counters in the future, poses a burden on software designerswhomay otherwise benefit from
relying on hardware introspection.

We believe that despite the challenges, there are several architectural andmicro-architectural
feature that are common to most general purpose processors. These characteristics could
easily be standardized, along with the software interface to the PMU. In addition, with the
commitment from hardware designers to maintain the common counters in future processor
designs, we believe that the software industry would be more open to adopting the use of
hardware performance counters.

Furthermore, other researchers are also exploring uses of hardware instrospection for different
purposes. Log-based architectures advocates hardware extensions to reduce the overheads of run-
time monitoring, specifically targetting multi-processor uses [46, 47]. Other researchers have used
hardware based run-time monitoring for allowing developers to better understand how data is
accessed in complex software [139, 189].
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7.2.2 Hardware support for event-based code injection

A hardware feature that we believe would open a number of opportunities for dynamically adapt-
ing applications, run-time and operating systems is event-based code injection. Event-based code
injection would work similar to microcode assist, which is a technique widely used by processor
manufacturers to implement (or correct, post-silicon) complex features or instructions. In essence,
a series of microcode instructions are placed by the firmware in on-chip storage and injected into
the pipeline when certain pre-programmed events occur or instructions execute (e.g., TLB miss
handling, rare floating-point corner case, and hypervisor mode switch).

Our proposed event-based code injection, however, could operate using ISA instructions and
not necessarily microcode and would allow applications and run-time systems to reprogram the
code to be injected. In addition, instead of relying on a static list of events provided by the firmware,
this mechanism should be programmable at run-time. In particular, it would be valuable to couple
code injectionwith the performancemonitoring unit, so that the existing PMUevents could be used
as triggers for programmable code injection.

With hardware support for event-based code injection, achieving some of the goals mentioned
in the previous subsection becomes simple. For example, it would be possible to create a trace of
cache misses while at the same time spilling the trace to memory. To do so, we could program the
PMU to inject code upon cache misses and construct the injected code to store, in a pre-allocated
portion of memory, the value of the operand (address) of the instruction that raised the event (i.e.,
cache miss). In addition, creating a log of TLB misses would be analogous to creating a trace of
cache misses, with the only difference being that we would program the PMU to monitor TLB
misses. We believe it would be possible for software to implement this type of monitoring with
just a few assembly instructions.

Similarly, event-based code injection could be used for run-time analysis of inter processor com-
munication. With enough precision, this mechanism would be useful not only for monitoring for
the purposes of performance analysis and optimization, but also for debugging. For example,
dynamic race condition detection may be efficiently implemented by detecting coherence invali-
dations of accessed data items during critical sections. In our proposed system, instrumentation
can be injected when the processor detects coherence invalidations or accesses to previously inval-
idated cache lines.

7.2.3 Exposing software buffer to language or compiler

The ROCSmechanism described in Chapter 3 is an operating system techniquemeant to be used at
run-time. At a high level, there are two separate components used in ROCS: a profiling component
that identifies cache polluting pages, and a software pollute buffer component that restricts cache
occupancy for selected pages. The greatest advantage of the profiling component is that it allows
ROCS to improve cache utilization without prior knowledge of application’s access patterns and
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works completely transparent to applications. However, as discussed in Section 3.7.1, the run-
time profiling has a few limitations including potentially high overhead and its effectiveness being
conditioned on the repetition of accesses to memory.

One potential avenue of research is to explore the use of software pollute bufferswithout the run-
time profiling component. The operating system could provide a new allocation primitive that
allocates pages mapped to the software pollute buffer partition of the cache. User-space could
manage its data structures, moving them to this specially allocated memory when there is an ex-
pectation that the data will cause cache pollution.

For example, programmers interested in tuning application performance may be willing to
provide hints so that specific data be placed in the software pollute buffer. A simple example for
using hints to guide data placement in the software pollute buffer is the case of large data structures
with single-use streaming access patterns (sometimes referred to as linear scanning), which are
present in programs that perform data compression, simple image processing, text search, among
others. A similar strategy would be to augment the compiler to predict sequential and streaming
access patterns and allow the compiler to manage memory mapped to the software pollute buffer
transparently to the programmer.

7.2.4 Software assisted cache management

In the late 1950s and early 1960s, a research team at the University of Manchester introduced the
concept of virtual memory in the design of the Atlas computer [77, 107]. Motivated by the desire to
allow programmers to easily access more memory than the limited available physical memory (96
KB), they designed a system that allowed applications to access 6 to 7 times more memory than
the actual physical capacity, while being completely transparent. Andwhile their initial implemen-
tation of the virtual memory hardware extensions and operating system support for paging did
not outperform manually managing main memory and backing store, it allowed less experienced
programmers to fully utilize the resources of the Atlas computer. By the end of the 1960s, how-
ever, other researchers and computer makers had improved the performance of virtual memory
hardware along with operating system algorithms so that they started to outperform a manually
managed memory hierarchy [168]. Since then, virtual memory has been shown to provide other
benefits such as isolation between applications, isolation between privilege levels, and ability to
offload memory fragmentation resolution to the operating system.

We believe that the time has come for operating systems to assist in the management of pro-
cessor caches, specifically the secondary levels of cache. We briefly outlined a few of the reasons
behind software assisted cache management in in Section 3.7.3. Overall, the cache analysis of per
application address space presented in Section 3.3 provides some evidence that a coarse-grain view
of the application may be helpful for cache management. In fact, as processor caches grow in both
capacity and levels (e.g., the impending die stacking (3D) technology [32, 108]) the coarse grain
view of the computer’s memory, including information about virtual machines, operating systems
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and applications becomes a valuable asset in managing the cache hierarchy.
Furthermore, the ubiquity of multicore processors has added a new set of challenges in guar-

anteeing cache isolation and low communication costs between cores or applications [119, 156, 186,
188]. Given that the operating system is the central manager that enforces isolation and priorities
of different applications, it is themost suitable layer tomanage the cache hierarchy in these regards,
as well.

It is not clear what functionality that hardware should expose to the operating systems and
what will be required by the interface. However, we believe that this topic should be investigated
to enhance our understanding of how software can assist cachemanagement and its overall perfor-
mance merits. We hope that it will provide incentives for processor manufacturers to incorporate
such a hardware extension in future designs.

7.2.5 Lightweight inter-core notification and communication

In currentmainstreammultiprocessor architectures, whethermulticore ormultichip, there are two
mechanisms available for inter-processor communication. The first way is simply through shared
memory, since current architectures implement coherentmemory and cache hierarchies. In FlexSC,
we showed how coherent memory can be leveraged to build an inter-core communication facility
by implementing a simple protocol to determine when messages are ready to be consumed. The
second way, is the inter-processor interrupt (IPI) which is a synchronous notification mechanism.
With an IPI, a sender processor can raise interrupts on a desired set of processors. The handling
of IPI typically follows a simple protocol, which checks for pending messages or requests through
coherent shared memory.

In our experience of building FlexSC, we found that these two mechanisms were sufficient to
build inter-core communication facilities. Yet, there are shortcomings to both facilities that re-
quired FlexSC to efficiently deal with them. First, with respect to using coherent memory, we
found that its reactive nature to be inefficient in certain cases. For example, if a sender core sends
a message to a receiver core (say, through an IPI), the receiver core will pull cache lines from the
senders cache when it attempts to access shared data (therefore invoking the coherence protocol).
This reactive nature of coherence has the unfortunate side-effect that the receiver core must stall
and wait for the lines to be transferred (sometimes, one at a time, which amplifies the observed
overhead).

Given that the reactive nature of coherence can negatively impact the performance of commu-
nication between cores, we propose that a sender core be allowed to push, proactively, cache lines
(potentially in bulk) to receiver cores. Such an operation could be done asynchronously, similar to
how prefetch instructions are implemented today, not requiring the sender to stall. On the receiver
side, by the time it is ready to use the communicated data, it is possible that the lines have been
partially or fully transferred to its local cache.

With respect to IPIs, current implementations are surprisingly slow, often taking several thou-
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sands of cycles to deliver a single IPI. The reasons for this are partially historic; the IPI mechanism
was introduced when the only multi-processors available were multichip processors. As a result,
the IPI mechanism was implemented in the context of the I/O controller, since I/O was the only
other source of external interrupts.

We believe that with the need to build efficient parallel applications, it is necessary to redesign
the inter-core notification mechanism. In our view, there are two unmet requirements in today’s
IPI. First, as already mentioned, the high overhead of sending and receiving IPIs is unacceptable
for various uses. In FlexSC, for example, we decided to use a hybrid strategy that relies mostly on
polling of memory (akin to soft timers [11]), and sometimes used IPIs, so that in the common case,
we would avoid the IPI overhead.

The second unmet requirement is fast user-level inter-core notification. In the case of user-space
notification, the IPI overheads are exacerbated due to the need to involve the operating system
on both the sender and receiver. Because of this issue, programmers have developed alternative
notification facilities that use coherent memory alliedwith polling (e.g., the way spin-locks poll on a
memory location to emulate an explicit notification). These strategies are difficult to make efficient
and scalable and can inadvertently complicate software development.

7.2.6 Interference aware profiling

Traditional application performance profiling, whether using hardware performance counters,
simulation or code instrumentation, tries to attribute resource consumption to portions of program
code. In fact, the most common resource to be monitored is processor cycles or, simply, time. This
strategy is clearly effective at providing useful profiling information, allowing programmers to
identify inefficient algorithms, data structure implementations, and program hotspots. The DCPI
project was one of the first work that attempted to attribute reasons (e.g., cachemisses, branchmis-
predictions) to stalled cycles, giving developersmore insight into the performance of their code [6].

However, our work has shown a type of inefficiency that is not easily captured by traditional
performance profiling, namely, performance interference. We have observed that interference can
occur whether within the context of a single application, or between different software compo-
nents, such as the application and operating system. Interestingly, using traditional methods of
profiling to identify inefficiencies in the execution of system intensive workloads did not provide
the insights described in Section 4.2, where we describe the costs of synchronous system calls. In-
stead, traditional profiling displayed what is commonly known as a flat profile; a profile in which
no single portion of code accrues sufficient samples to either differentiate itself from the remainder
of the code or offer significant optimization opportunities. Given a flat profile, it becomes difficult
for developers to further optimize the application performance.

We propose to augment traditional profilers with interference aware profiling. We envision that
interference aware profiling be used to detect contention of resources that occur through either
concurrent execution (on multicore systems) or through time sharing of resources. With such a
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profile, we believe it would have been easier to detect intra-application interference in secondary
caches as well as the operating system interference due to frequent system calls. Showing develop-
ers which pieces of software have affinity due to implicit sharing of data and/or instructions, and
which are incompatible would allow them to make informed decisions in potentially redesigning
their code and data structures. Furthermore, if interference information could be cheaply provided
to a run-time system, scheduling of execution can also be made in a way to reduce the detected
interference, and leverage existing affinities (e.g., thread clustering [187]).

7.2.7 Execution slicing: pipelining execution on multicores

The experimental evaluation of our FlexSC system showed that clustering execution with high
sharing affinity onto specific cores, while separating execution of code that is likely to cause in-
terference, improves the efficiency and overall performance of parallel execution. The resultant
specialized cores has also been shown to be useful in different contexts [42, 101, 112, 208]. In our
work, we leveraged existing boundaries between execution domains (user and kernel) which intu-
itively should have mostly disjoint data and instruction accesses.

There is a large portion of parallel applications that do not suffer from operating system inter-
ference and for which FlexSC would provide no performance benefit. Nonetheless, as shown in
Chapter 3, intra-application interference can occur in practice, specially in applications with large
working sets and complex access patterns. We stipulate that similar intra-application interference
also exists in highly parallel applications, and in particular, given our experience with server type
applications, we believe there are naturally occurring portions of code with both high affinity and
high interference.

A potential technique for augmenting performance of highly parallel applications is to ap-
ply the interference aware profiling (described in the previous subsection), with a user-level asyn-
chronous execution platform, similar to the one provided with FlexSC. To do so, we would use
the run-time profile to determine portions of execution that exhibit high affinity and slice the code
in between portions. Concretely, slicing could be implemented by replacing the edges of the con-
trol flow graph, through simple binary rewriting, with a call to the run-time system. This way, the
run-time can insert scheduling points in between these high affinity slices. Subsequently, execution
could be scheduled on separate cores, potentially forming a software pipeline, where execution is
migrated from core to core. Ideally, each core would be specialized to execution related to a single
slice of the program. With enough parallelism, communication between slices could take place
mostly asynchronously, in the same spirit as the FlexSC user-kernel communication. We expect
that execution slicing allied with multicore scheduling of slices would improve the efficiency of
parallel applications by reducing interference and competition in processor structures.
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